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Preface

This Course on Metrology and Fundamental Constants was held in Varenna in July
2006 and was organised by the Italian Physical Society, the Istituto Nazionale di Ricerca
Metrologica of Italy (INRIM), and the Bureau International des Poids et Mesures. Co-
incidentally 2006 marks the first year of the existence of INRIM, the new Metrological
Institution of Italy , resulting from the merging of the Istituto di Metrologia “Gustavo
Colonnetti” (IMGC) and the Istituto Elettrotecnico Nazionale “Galileo Ferraris” (IEN).

Besides this particular event, the School in Varenna, as well as the Summer School on
Metrology organized by the BIPM in Paris, is justified by three facts, the need to provide,
from time to time, a co-ordinated set of lectures which present the relevant progress in
Metrology, the increasing intertwining between Fundamental Physics and the practice
of Metrological Measurements, and, third, the flurry of new and unexpected discoveries
in this field, with a correlated series of Nobel Prizes bestowed to individuals working in
Fundamental Constants research and novel experimental methods.

This is the fourth of the Enrico Fermi Schools on Metrology and Fundamental Con-
stants organized by the Italian Physical Society. The first was held in 1976, the second
and the third respectively in 1989 and 2000, all of which were supported by the direct
presence of BIPM via the Director pro tempore and the strong presence of the National
Metrological Laboratories. This presence was felt in two ways, first by sending many of
their experts as lecturers and, secondly, by supporting the attendance of a large number
of their researchers at the School.

One of the most fascinating and exciting characteristics of metrology is its intimate
relationship between fundamental physics and the leading edge of technology which is
needed to perform advanced and challenging experiments and measurements, as well as
the determination of the values and interrelations between the Fundamental Constants.

In some cases, such as the caesium fountains clocks or the optical frequency standards,
the definition of the value of a quantity is, in the laboratory, in the region of 1076 and
experiments are under way to reach 10718,
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Many of these results and the avenues leading to further advances were discussed
during the School, along a major step in metrology, expected in the near future, which
could change the “old” definition of the kilogram, still based on a mechanical artefact,
toward a new definition resting on a fixed value of a fundamental constant. The current
possibilities include a fixed value of the Planck Constants or the Avogadro Number. Sev-
eral National Metrological Institutes (NMIs) and other organizations are collaborating,
worldwide, in the International Avogadro Consortium, and a number of NMIs are in-
volved in the so-called “Watt balance” in the mechanical watt ( measurement of a force
and of a speed ) is directly compared with the electrical watt in the same device (mea-
sured via Josephson and von Klitzing effects) and which would led to a measurement of
the Planck Constant.

The success of this fourth Course was made possible by the close co-operation and
the dedication of many Institutions and individuals.

The Directors wish to thank the Italian Physical Society and the INRIM for having
provided the financial support for the organization of the School and for the attendance
of several student. Of the some seventy or so students attending the School, two thirds
were supported by their parent Institution, and the others directly by the School.

The Directors also wish to express their warm thanks to all the lecturers and semi-
nar speakers who offered their expertise to the students, not only during the scheduled
lectures, but also by being available for discussions and seminars; their enthusiasm and
competence were crucial elements for ths success of the school and were duly appreciated
by the students.

A particular debt of gratitude must be expressed to Maria Luisa Rastello who acted
as Scientific Secretary of the School, mainly in the three-year period needed to prepare
and to organize the school. During the same period the Directors met on a number of
times to optimise the program and to identify the Speakers to be invited.

Finally the extremely valuable help and the friendly co-operation of Mrs. Barbara
Alzani and Carmen Vasini acting on behalf of SIF must be acknowledged.

The Directors hope that the friendship created, as well as the information shared, will
be valuable elements in building the students’ future careers. For many metrologists,
attendance at a the Varenna school is a seminal point in their training and development.
The Directors look forward to seeing many of the 2006 students appear in the future as
leaders and specialists in their fields. If the school has played even a small part in this,
we shall have achieved our aim.

T. HANSCH, S. LESCHIUTTA and A. J. WALLARD
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Metrology and society

A. J. WALLARD

Bureau International des Poids et Mesures - Sévres, F' 92312 France

1. — Introduction

Metrology has always had a major impact on society as, in a real sense, it grew from
the needs of the market place and for standard measurements to ensure fair trade and
consumer protection. Later, the needs of science began to play a role and so also served
man’s needs for an understanding of nature and the world in which they lived.

This aspect of metrology is as real today as it was many thousands of years ago. Of
course, our needs are more sophisticated and place more challenges on our ability to mea-
sure and to ensure equivalence of measurements throughout the world. In general, and for
good reasons, the lectures in the 2006 Varenna Summer School concentrated on the sci-
ence of metrology as we practice it in our laboratories. “Varenna” aims to stimulate the
understanding and appreciation of metrology for students and lecturers alike. However,
a general appreciation of the driving forces behind our laboratory work is important so
as to put it into context. An understanding of why governments and others are prepared
to pay metrologists to carry out their research is important in today’s world of formal
programme management and so is the need to justify projects to those who pay for them.

This lecture therefore provides a general overview of some of the major applications
of metrology to society.

2. — Metrology and trade

2'1. The general case. — The origins of the importance of metrology and trade go back
to the great treading nations of the early world. The Greeks, for example, kept copies of
the standards held by the countries with which they traded.

(© Societa Italiana di Fisica 1
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In today’s world, we are acutely aware of the growth of trade —about 15% per
annum— between all nations and the need for products to conform to written specifi-
cations. The World Trade Organization, amongst others, points out that the growth in
world trade helps to improve the standards of living in the developed as well as in the
developing world. Measurements inevitably play a major role and some 80% of global
trade is affected, one way or another, by the need to make measurements and to comply
with written standards. A number of studies show that about 10% of the cost of produc-
tion of products is the cost of making measurements on them and ensuring they meet
customer’s requirements.

The fact that measurement plays such a large part in the cost of production and in
trade means that the need for measurements can, unfortunately, be used as a technical
barrier to trade.

For example:

— Governments may establish local regulations so as to protect certain industries.
Importing companies therefore may have to meet specifications which do not
apply elsewhere and so either choose not to compete in that market, or have to
pay more to do so.

— There may be specific requirements, such as the need to demonstrate traceability
to a named National Metrology Institute (NMIs) may be built into national
legislation or regulations. This can also apply to the major trading blocks, which
were initially set up to protect free trade between their members. Either real, or
perceived, barriers to trade commonly exist.

— Adoption of local specification standards or the need for tests to be carried out
in designated laboratories, rather than those specification standards drawn up
by the International Standardization (ISO), the International Electrotechnical
Commission (IEC), or many other global standards-making bodies also mean
higher costs for the company which chooses to compete in these markets.

— Even technology itself may create barriers. For example, in the case of a specified
level of, say, residues in food, the authorities in the importing country and the
company in the exporting country must be able to measure them with similar
uncertainties. This may be a question of whether the exporter and importer can
afford the same testing equipment.

Metrology therefore must ensure that measurements made in NMIs or in accredited
laboratories, which are traceable to them, are equivalent.

2°2. Traceability in trade. — The draft of the third International Vocabulary of Metrol-
ogy (VIM) defines traceability as “The property of a measurement result whereby the
result can be related to a stated reference through a documented unbroken chain of cali-
brations each contributing to the measurement uncertainty.”

The important emphasis is on uncertainty and the need for the continuous, unbroken
chain of measurement. Comparisons of standards or references are also a common way of
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demonstrating confidence in the measurement processes and in the reference standards
held either in NMIs or in accredited laboratories. The National Accreditation Body usu-
ally takes care of these comparisons at working levels, sometimes called interlaboratory
comparisons (ILCs) or proficiency testing.

At the NMI level, the increased relevance of traceable measurement to trade, and
the need for demonstrable equivalence of the national standards held at NMIs, and to
which national measurements were traceable, took a major turn in the mid-1990s. This
event was stimulated by the need, from the accreditation community as much as from
regulators and trade bodies, to know just how well the standards realized at all NMIs
agreed with each other. The impossibility of comparing each and every one standard
meant that a novel approach had to be adopted. In addition, it became increasingly
clear that the important concept was one of measurements which were traceable to the
SI through the standards maintained at NMIs, rather than to NMIs themselves.

2'3. Mutual recognition of NMI standards: the CIPM MRA. — The result of the global
concern about measurement traceability and equivalence at the global level led to the
creation, by the International Committee for Weights and Measures (CIPM), of a Mutual
Recognition Arrangement (MRA) for the recognition and acceptance of NMI calibration
and test certificates. The CIPM MRA is one of the key events of the last few years, and
one which may be as significant as the Convention du Métre itself. The CIPM MRA has
a direct impact on the reduction of technical business to trade and to the globalization
of world business.

The CIPM-MRA was launched at a meeting of NMIs from Member States of the
Metre Convention held in Paris on 14 October 1999, at which the directors of the NMIs
of thirty-eight Member States of the Convention and representatives of two international
organizations became the first signatories.

2'4. The essential points of the CIPM MRA. — The objectives of the CIPM MRA are:

— to establish the degree of equivalence of national measurement standards main-
tained by NMIs;

— to provide for the mutual recognition of calibration and measurement certificates
issued by NMIs; and

— thereby to provide governments and other parties with a secure technical founda-
tion for wider agreements related to international trade, commerce and regulatory
affairs.

The procedure through which an NMI —or any other recognized signatory— joins the
MRA is based on the need to demonstrate their technical competence, and to convince
other signatories of their performance claims. In essence, these performance claims are
the uncertainties associated with the routine calibration services which are offered to cus-
tomers and which are traceable to the SI. The laboratory concerned makes initial claims
—called “calibration and measurement capabilities” (CMCs). They are first reviewed
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by technical experts from the local Regional Metrology Organization (RMO) and, subse-
quently, by other RMOs. The technical evidence for the CMC claims is generally based
on the Institute’s performance in a number of comparisons carried out and managed by
the relevant CIPM Consultative Committees (CCs) or by the RMO. This apparently
complex arrangement is needed because it would be technically, financially or organiza-
tionally impossible for each participant to compare its own SI standards with all others.
The CIPM places particular importance on two types of comparisons:

— International comparisons of measurements, known as CIPM key comparisons and
organized by the CCs and which generally involve only those laboratories which
perform at the highest scientific level. The subject of a key comparison is chosen
carefully by the CC to be representative of the ability of the laboratory to make a
range of related measurements.

— Key or supplementary international comparisons of measurements, usually orga-
nized by the RMOs, and which include some of the laboratories which took part
in the CIPM comparisons as well as other laboratories from the RMO. RMO Key
Comparisons are in the same technical area as the CIPM comparison whereas sup-
plementary comparisons are usually carried out to meet a special regional need.

Using this arrangement, we can establish links between all participants and so as to
provide the technical basis for the comparability of the SI standards at each NMI. Reports
of all the comparisons are published in the “Key Comparison Data Base” maintained by
the BIPM on its web site.

These comparisons differ from those traditionally carried out by the CCs, which were
largely for scientific reasons and which established the dependence of the SI realizations
on the effects which contributed to the uncertainty of the realization. In CIPM and
RMO key or supplementary comparisons, however, each participant carries out the mea-
surements without knowing the performance of others until the comparison has been
completed. They provide, therefore, an independent assessment of performance. The
CIPM however took the view that comparisons are made at a specific moment in time
and so required participating NMIs to install a quality system which could help demon-
strate confidence in the continued competence of participants in between comparisons.
All participants have chosen to use the ISO/IEC 17025 standard or ISO Guide 34 for
some chemical measurement and have the option of a third party accreditation by an
ILAC member or a self-declaration together with appropriate peer reviews.

The outcome of this process is that it gives NMIs the confidence to recognize the
results of key and supplementary comparisons as stated in the database and therefore to
accept the calibration and measurement capabilities of other participating NMIs. NMIs
that are signatories to the CIPM MRA are entitled to use a logo (fig. 1) on their cali-
bration certificates.

When drawing up its MRA, the CIPM was acutely aware that its very existence
—and the mutual acceptance of test and calibration certificates between its members—
might be seen as a technical barrier to trade in itself. The concept of “Associates” of the
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Fig. 1. — The logo that can be used to identify calibration certificates issued by signatories to
the CIPM MRA.

CGPM was therefore developed. An Associate has, in general, the right to take part in
the CIPM MRA but not benefit from the full range of BIPM services and activities which
are restricted to Convention Members. The Associate status is increasingly popular with
developing countries as it helps them gain recognition world-wide and does not commit
them to the additional expense of Convention Membership which may be less appropriate
for them at their stage of development.

2'5. The key comparison database. — The key comparison database, referred to in the
CIPM MRA is available on the BIPM web pages (www.bipm.org). The content of the
database is already evolving rapidly. Appendix A lists signatories, and Appendix B the
set of key comparisons together with the results of from those that have been completed.
It will also contain a list of those old comparisons that are to be used on a provisional
basis. Appendix C contains the calibration and measurement capabilities of the NMIs
that have already been declared and reviewed within their own Regional Metrology Or-
ganization (RMO) as well as those other RMOs that support the MRA.

2'6. Take up of the CIPM MRA. — Whilst the KCDB data is, at the moment, largely
of interest to metrologists, it is clear that a number of NMIs are keen to see it taken
up more widely by regulators and others. This campaign is at an early stage but at the
moment:

— an EU-US trade agreement cites the CIPM MRA as providing an appropriate
technical basis for acceptance of measurements and tests; and

— the USA’s NIST has opened up a discussion with the Federal Aviation Agency,
FAA, and other regulators as to the way in which they can use the KCDB data to
help the FAA accept the results of tests and of certificates which have been issues
outside the USA.

There is a range of additional benefits and consequences of the CIPM MRA. For example,
anyone can use the KCDB to look by themselves at the validated technical capability of
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any NMI within the CIPM MRA. As a result, they can, with full confidence, choose to
use its calibration services rather than those of their national laboratory and have the
results of these services accepted worldwide. They can also use the CIPM MRA database
to search for NMIs that can satisfy their needs if they are not available nationally. This
easy access and the widespread and cheap availability of information may well drive a
globalization of the calibration service market under the CIPM MRA. This will be a real
test of market economics.

NMIs, particularly those in EUROMET, the European Regional Metrology Organi-
zation, have used the KCDB data to benchmark their measurement capabilities against
each other. This was an important element on the “MERA” project which led to a com-
mitment by NMIs in EUROMET to explore a future in which they will be dependent
on each other for the provision of services. In this arrangement, an NMI may give up
a particular service and direct nationally based calibration service customers to another
NMI.

2'7. The importance of Mutual Recognition Arrangements. — The BIPM, the Interna-
tional Organization of Legal Metrology and the International Laboratory Accreditation
Cooperation all maintain Mutual Recognition Arrangements which complement each
other. All are also important, we believe, for use in trade and regulation. The three
bodies therefore made a joint declaration, in January 2006, which drew the attention of
the international user community to the importance of the use of the three MRAs in
trade and regulation. The text of the tripartite declaration can be found on the web
sites of the three organizations.

3. — Metrology and innovation

Whitworth’s motto of “you can only make as well as you can measure” suggests that
better measurement capabilities can lead to new concepts for new products or enhance-
ments to current ones. Similarly, demands from user industries or groups for better
measurement helps stimulate innovation and change in the metrology community.

It is clear that without the most demanding metrology, the microelectronics industry
would not be able to continue to shrink the size of chips. Similarly, the ability to navigate
better and to make accurate pressure measurements led to the decision by the world’s
airlines to reduce the separation between high-flying aircraft, so helping engines operate
more efficiently thereby saving fuel and improving the cost effectiveness of the industry.

There are many case studies of how metrology drives innovation, amongst which are:

— The use of the world time scale, through GPS and other time systems, to navigate
ferries with precision accuracy in crowded harbours.

— The efforts by metrologists to measure “appearance” (and semi-objective quantities
such as how “shiny” something is) has led to improvements in the way in which the
motor car industry can use different low-energy materials and metals in the same
car —and can replace parts so as to maintain colour matching.
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— The nanotechnology industry which is requiring better surface measurement tech-
niques and even precision distance measurement at the nanoscale.

Many industries are now collaborating with metrologists in national laboratories to
draw up “roadmaps” which set the direction in which an industry hope to improve its
products and which show the metrology challenges which must be solved if they are to
be taken to market.

Finally, metrology also stimulates innovation in science. Metrolgists have been prolific
winners of Nobel Prizes because they operate at the limit of what is possible given the
current state of science. As a recent Nobel laureate, Steve Chu said:

“Accurate measurement is at the heart of physics, and in my experience new
physics begins at the next decimal place.”

It is therefore no surprise that the 2006 Varenna School was honoured and stimulated
by the presence of two recent Nobel Prize winners, Professors Hansch and Phillips.

4. — Metrology and medicine

4'1. Uses. — It may be relatively obvious that medicine has a great dependence on
measurement. All doctors rely on tests —measurements of what is happening in our
blood, for example. Similarly clinicians use tools to treat patients and need to rely on
accurate measurement. The use of X-rays, or radioactivity, for example, to treat tumours
is commonplace and ultrasound is used to treat muscular injuries or to check the progress
of unborn children. All require the most accurate measurements possible of their energy
because, in the case of radiation treatments, too large a dose can kill healthy tissue
and too low a dose can require more treatments of the malignant tissue which is not
destroyed. Ultrasound creates heat and so to avoid damage to an infant, the energies
must be kept low, but high enough to provide adequate resolution.

Better measurement and control of therapeutic treatments using X-ray sources or
electron beams are at the heart of the improvements in survival rate for cancer patients.
The cost benefits of even apparently small reductions in measurement uncertainty lead
to increased confidence by radiotherapists and others and have, no doubt, saved many
thousands of lives.

These are metrology activities which have become relatively common over the last 30
years or so. However, it is only been in the last decade or so that we have started to
make significant inroads into many of the other measurements required by clinicians as
chemical metrology community has improved its ability to make them. This need has led
to collaboration between the BIPM, the International Laboratory Accreditation Commu-
nity and the International Federation for Clinical Chemistry and Laboratory Medicine.
This collaboration has tackled the need to make comparisons of laboratories’ abilities to
measure many of the common diagnostic chemicals used by the clinical community to
reduce uncertainty and improve traceability of measurement. Similar collaborations are
being opened up in the provision of reference samples of known purity for the calibration
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of diagnostic equipment in hospitals and in manufacturing industry. The initial success
of this work has attracted the attention of the organizations responsible for the control
and measurement of drugs used to enhance performance in sport and, because many of
the techniques are similar, of the industries concerned with the measurement of chem-
ical residues in food. Much of this work has been co-ordinated through the BIPM and
its Chemistry section which serves the CIPM’s Consultative Committee for Quantity of
Material (metrology in chemistry).

For the industries concerned, improved abilities to make measurements bring substan-
tial benefits. For example, the uncertainty associated with measurements of cholesterol
in blood has been reduced from about 6% twenty years ago to about 3% with the best
modern techniques. The level of cholesterol in blood is, of course, an important parame-
ter because a clinician will prescribe expensive treatments if the level is above a certain
“trigger” level but not so if the measurement is below it. Even with today’s best prac-
tice, about 10% of patients are wrongly treated but the reduction, brought about by the
halving of the measurement uncertainty, in the cost of prescribing drugs unnecessarily
has saved the US health authorities over €100 million a year!

4'2. Why is chemical metrology “difficult”? — Physical measurements are usually
made on a property of a product, an artefact, or in an experiment where that measure-
ment is well defined. Of course, good metrology practice is to explore the dependence of
the results of a measurement on the other system parameters —the so-called “systematic
or type-B uncertainties.” It is a well-established technique with decades of physics to
help understand the complexity of such measurements.

Chemical metrology is, of course, a much younger discipline but many of the current
problems are associated with the fact that one tries to measure quite small quantities
of a substance in cases where there is a much larger background or “matrix” and which
can interfere with the measurement result. This interference can often result from the
measurement technique used and can conflict with a metrologist’s wish to increase the
resolution of his measurement. Similarly, there are areas such as biological standards
which are hard to deal with under the SI, although rapid progress is being made.

There are problems with increasing the awareness amongst practitioners as well as the
regulators or others who legislate in this area. There is, unfortunately, little appreciation
of concepts of uncertainty or error where the judicial system, for example, may require a
metrologist to give an unambiguous “yes/no” answer rather than one which introduces
the concept of measurement error or uncertainty. Similarly in areas of public concern,
such as the proportion of GMOs in food, there was an initial tendency amongst some
legislators to demand “zero GMO” levels. This is, metrologically speaking, a relatively
meaningless statement. More education of, and collaboration between, regulators and
measurement specialists at an early stage in legislation would do much to improve the
current situation.
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5. — And there is more!

This résumé of the lecture delivered at Varenna has, like the lecture itself, only
scratched the surface of the impact which metrology makes on society. It has not ad-
dressed measurements related to climate change, for example, as these were dealt with
in other lectures.

As metrologists, though, we can take pleasure and derive great satisfaction from the
fact that our work has a direct benefit to society. Studies show the enormous rate of
economic return from national investments in metrology and it is frequently easy to derive
economically robust benefit/cost ratios which dwarf many other public investments. The
reasons are often discussed in summer schools like Varenna either in the lectures or in
the lively social life which goes on in the restaurants and bars of the delightful Italian
town by the lake which was our host for a fortnight.

The answer to our dilemma is, though, with you ... the practicing metrologists in the
NMIs and universities or institutes where our subject is studied or taught. It is clearly
important to talk about the excitement of our science, but it may, in the long run, be
more important to write about and promote the impact and benefits of what we do.
It is a frequently stated remark that metrology is an undervalued and under-recognized
pursuit, and that we do too good a job. Things do not, in general, go wrong because of a
failure in metrological science itself and, as more than one commentator has, somewhat
cynically, said; “we need a major problem to draw attention to our subject and to ask
for more resources”. Whilst this may be true, the associated fact is that, because of the
direct, and huge, benefits we bring to society, there would be damage to people, to health,
or to trade. We must therefore, fall back on our powers of persuasion or advocacy!
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The evolution of metrology: Past times
to the present day

A. J. WALLARD

Bureau International des Poids et Mesures - Sévres, F' 92312 France

1. — The roots and evolution of metrology

1'1. There is nothing much that is new about the concept of making measurements.
From the earliest days it has been important to compare measurements made in one
place or another. Of course, this initially had much to do with fair exchange, barter,
or trade between local communities. The early weights were simple stones, and parts
of the body, like hands and arms (the “cubit”) were adequate for most needs in length
measurement. But as the need to trade or to exchange goods grew, so did people’s
needs for greater accuracy or for reference standards that did not change too much and
were, in some way, equivalent. Initially, wooden length bars were easy to compare and
carefully formed weights could be weighed against each other. Indeed, various forms of
balance were commonplace in early history and even in religion. Early tomb paintings
show the Egyptian god Anubis weighing, with a balance which many of us today would
easily recognize, the soul of the dead against an ostrich feather —the sign of purity.
Measurement was well established in society and the recording of dimensions was seen
as of interest and as important.

1'2. A steady progression from basic artefacts to naturally occurring reference stan-
dards has been part of the entire history of metrology. An early example was found in
nature and many metrologists are familiar with the use of the carob seed in the early
Mediterranean civilizations as a natural reference for length and for weight and hence
volume. Several studies have shown the consistency of the dimensions of the seed and it
is, of course, the predecessor of the modern use of the carat for precious stones.

(© Societa Italiana di Fisica 11
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1'3. Fairness in the marketplace and the needs of the trading nations were major
drivers in the development of early metrology. The Greeks were almost certainly one of
the best examples of early traders who paid attention to metrology and they were known
to keep copies of the weights and measures of the countries with which they traded.
Fraud was the other driving force and probably has a good claim to be the second oldest
profession!

1'4. But it was soon clear that there was substantial metrological confusion as
different systems evolved in different continents and parts of the world and differed by
rather a lot. Kings, Queens and Governments soon realized that they could make money
by levying taxes on market transactions and we saw efforts to move towards a framework
within which there was some consistency. The English “Magna Carta” of 1215 did many
things to set out a framework for citizens’ rights and wanted to establish “one measure
throughout the land”. Nevertheless, imposing consistency was a hugely over-ambitious
target and a number of efforts during the early Middle Ages in Europe and elsewhere saw
little progress. The problems, though, were clearly recognized and nearly every market
place in the world contained replicas of local standards that had to be used for day to
day measurements.

1'5. Traceable measurement was born in the Middle Ages and saw accuracies of a
few percent becoming commonplace. Just as in modern metrology, though, the reference
standards themselves had to be improved as people wanted better accuracy. The problem
with many length measurements was that the standard was made of the commonly
available brass or bronze with a fairly large coefficient of expansion. Iron or steel were
not developed for a couple of centuries or so. Brass and bronze therefore dominated the
length reference business until the early 19th Century by when metallurgy had developed
well enough —though still was something of a black art— for new lower-expansion metals
to be used and reference conditions to be quoted.

1'6. Science, fortunately, was taking a parallel path and we have to go back a little
to the mid-18th Century, when Britain and France compared their national measurement
standards and realized that they differed by a few percent for the same unit. Although
the English system was reasonably consistent throughout the country, the French found
that differences of up to 50% were common in length measurement. The ensuing technical
debate was the start of what we now accept as the metric system. France led the way,
and even in the middle of the French Revolution, the Academy of Science was asked to
“deduce an invariable standard for all the measures and all the weights”. The important
word was “invariable”. There were two options available —the “seconds pendulum” and
the length of an Earth’s meridian. The obvious weakness of the pendulum approach was
that its period depended on the local acceleration due to gravity. The Academy therefore
chose to measure a portion of the Earth’s circumference and relate it to the “official”
French metre. This led to the famous adventures of two remarkable men —Delambre
and Mechain— who were entrusted with a survey of the meridian between Dunkirk and
Barcelona. Despite, or more probably because of, having a royal warrant, issued by Louis
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XVI in the year before he was executed, that was supposed to protect them, they were
regularly thrown into prison and their instruments impounded. Progress was slow. To
make matters worse, the Reign of Terror closed down the Academy and removed several
famous names of French science —Laplace, Coulomb, and Delambre himself. Lavoisier
was guillotined. Nevertheless, the work of Delambre and Mechain led to the famous
“Metre des Archives”— a platinum end standard.

1'7. The rest is, as they say, history and the eventual resolution of the scientific
discussion saw the emergence of a recognition —certainly at the scientific, but also at
the Government level— of a consistent and increasingly international system for scientific
and industrial measurements. This period saw the birth of the metric system and the
precursor what we now know as the SI or International System of Units.

1'8. The international nature of measurement was driven, just like the Greek traders
of nearly 2000 years before, by the need for interoperability in trade and advances in en-
gineering measurement. The displays of brilliant engineering at the Great Exhibitions in
London and Paris in the mid-19th Century largely rested on the ability to measure well.
The giants of engineering met and compared notes on what limited precision engineer-
ing and why different lathes out-performed others. This boiled down to huge, detailed
debates about how to make flat surfaces and the merits of end and line gauges for dimen-
sional measurement references. The British Victorian engineer Joseph Whitworth —who
coined the famous phrase “you can only make as well as you can measure” and who pio-
neered accurate screw threads— was deeply impressed by the advances. He immediately
saw the potential of end standard gauges rather than line standards where the reference
length was defined by a scratch on the surface of a bar as optical microscopes were not
then good enough to compare measurements of line standards well enough for the best
precision engineering. He was determined to make the world’s best measuring machine,
taking up the challenge to make a quite remarkable instrument —called the “Millionth
Machine”, based on the principle that touch was better than sight for precision measure-
ment. It appears that the machine had a “feel” of about 1/10 of a thousandth of an
inch.

1'9. The other interesting metrological trend at the 1851 Great Exhibition was
military. The ordinary rifle led the way and is linked with the great American engineer Eli
Whitney who, in 1798, promised the US government that he could make 12 000 identical
muskets. To some extent this was rising to the challenge offered by a French gunsmith,
le Blanc, who persuaded the American President Thomas Jefferson that he could mass-
produce musket locks. Sadly, both men failed in their ambition because tooling was not
good enough and a US Congressional report on “interchangability” in 1827 admitted that
even the national armoury at Harpers Ferry could not easily do what was needed. Guns
again played a role when the Sam Colt armoury at Hartford supported the work of two
young toolmakers —Francis Pratt and Amos Whitney, who adopted the English gauge
system based on Whitworth’s contribution. After the end of the American Civil war, the
Pratt and Whitney company manufactured the best end gauges and Brown and Sharpe
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developed precision grinding machines. Slip gauges were also developed by Whitworth
and improved by Johansson in Sweden. The Swedes had better material technology and
therefore dominated the world market until the First World War during which sources
of high-quality gauge blocks were not available in the US and UK. They therefore had
rapidly to be developed in Pratt and Whitney (USA) and in the BSA company in Enfield
(UK).

2. — 20th Century metrology —the National Metrology Institutes

2°1. At the turn of the 19th Century, many of the industrialized countries had set up
National Metrology Institutes —generally based on the model established in Germany of
the Physikalisch Technische Reichanstalt which had been founded in 1887. The economic
benefits of such a national institute were immediately recognized and as a result, scientific
and industrial organizations in a number of industrialized countries began pressing their
Governments to make similar investments. In the UK, the British Association for the
Advancement of Science reported that, without a national laboratory to act as a focus
for metrology, Great Britain’s industrial competitiveness would be weakened. The cause
was taken up more widely and the UK set up the National Physical Laboratory in 1900.
The US created the National Bureau of Standards in 1901 as a result of similar industrial
pressure. A number of other countries already had national laboratories, although they
had largely been established for verification and testing of measuring instruments. The
major “National Metrology Institutes” (NMIs), however, had a dual role. In general
they were also the main focus for national research programmes on applied physics and
engineering. Their scientific role in the development of the International System of Units,
the SI, began, however, to challenge, and even take over, the role of the universities which
then were much more concerned with the measurement of the fundamental constants.
This was especially true after the development of “quantum physics” in the 1920s and
1930s. Most early NMIs, therefore, began with two major elements to their mission:

— a requirement to satisfy industrial needs for accurate measurements, through stan-
dardizing and verifying instruments; and

— determining the physical constants so as to improve and develop what was to
become the SI system.

In many ways, their missions now are very similar although the scope and range of
measurement responsibilities continues to grow.

2°2.  The new industries which emerged after the First World War made huge de-
mands on metrology and, together with mass production and the beginnings of multi-
national production sites, raised new challenges which brought NMIs into direct contact
with companies and which saw a close link develop between them. At that time —and
even up until the mid 1960s, nearly all the calibrations and measurements which were
necessary for industrial use were made in the NMIs and in the “gauge rooms” of the
major companies, as most measurements were in engineering metrology. The industries
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Fig. 1. — The seven base units of the SI.

of the 1920s, however, developed a need for electrical and optical measurements so NMIs
expanded their coverage and their technical abilities to meet the need.

2'3. The story since then was one of steady technical expansion until after the Second
World War. In the 1950s, though, there was a renewed interest in a broader applied focus
for many NMIs so as to develop civilian applications for much of the de-classified military
technology. Many Governments also used them as the focus for science-based research
into a whole range of new techniques, and industries, not all of which had a direct bearing
on metrology: it was the era of the “National Scientific Champion”. The squeeze on
public budgets in the 1970s and 80s saw a return to “core metrology” and many other
institutions —public and private— took on responsibility for developing many of the
technologies which had been initially fostered at NMIs. As an example, NPL’s early
aeronautics and radar work was transferred to other laboratories and its early expertise
in computers and “basic physics” migrated to industry and to the expanding university
infrastructure. NMIs adjusted to their new roles. Many restructured and formed new,
often improved, ways of serving industrial needs. This “recreation” of the NMI role was
also shared by most Governments which increasingly saw them as tools of industrial
policy with a mission to stimulate industrial competitiveness and, at the end of the
century, to reduce technical barriers to world trade.

3. — The international System of Units, the SI

3'1. In introducing the international System of Units, (fig. 1) we need first to pause
and ask what attributes we want from a universal system of units.
Essentially we need a system which:

— creates a system or hierarchy of measurement units and quantities;
— defines the units; and
— states how multiples and submultiples are formed.

The realization of the units on which the system is based must put the definition into
practice. This means that it:
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— ensures that the units do not change with time outside their accepted reproducibil-
ity;

— is reproducible throughout the world; and

— can be transferred to users without significant loss of accuracy.

3'2.  There have been many systems of units which predated the SI which was
launched in 1960. All the previous systems emerged from the needs of specific areas
of science or engineering. In the 19th century, scientists, for example, dealt with the
“centimetre, gram, second” system of units which was convenient for theoretical studies
as many of the fundamental constants were simply “set to one.”

On the other hand, the electrical community dealt with “practical” units based on
the volt, ohm and ampere.

The two systems were merged in the 1920s into a system based on the metre, kilo-
gram, second and ampere —a system which satisfied many needs until the 1950s. The SI
was based initially on six “base” quantities (mass, length, time, electric current, thermo-
dynamic temperature and luminous intensity.) The “quantity of matter” —the mole—
was added in 1971. The essential hierarchical advantage of the SI is that virtually all
physical and chemical quantities can be expressed in a combination of the base units of
the SI. A more detailed description of the SI and its current definitions can be found in
the “SI brochure” which can be downloaded from the BIPM web site (www.bipm.org).

4. — Physics, engineering ... and then chemistry

4'1. Chemical metrology began to appear as a serious discipline in the 1960s and in
1971, a seventh base unit, the mole, was added to the SI.

42,  Chemistry, biosciences and pharmaceuticals are, for many of us, the “new
metrology”. We are used to the practices of physical and engineering metrology and so the
new technologies are challenging our understanding of familiar concepts like traceability,
uncertainty and “primary” standards. Much depends here on the interaction between a
particular chemical or species and the solution or matrix in which it is to be found, as well
as the processes or methods used to make the measurement. We have much to learn, and
at the same time, much to contribute. We are only beginning to tackle and respond to the
world of medicine and pharmacy and have created a partnership with the International
Federation of Clinical Chemistry (IFCC) and the International Laboratory Accreditation
Cooperation (ILAC) to address these needs in a Joint Committee for Traceability in
Laboratory Medicine, the JCTLM. This is directed initially at a database of reference
materials which meet certain common criteria of performance and of laboratories with
worldwide-accepted measurement capabilities. Recognition of the data in the JCTLM
data base will in particular help demonstrate compliance of the products of the In Vitro
diagnostic industry with the requirements of a recent European Union Directive.
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5. — Metrology in the 21st Century

5°1. Industrial challenges. — In concluding, it seems appropriate to take a short glance
at what the future may have in store for world metrology and, in particular, at the new
industries and technologies which require new measurements.

The first challenge is the focus by manufacturers on the design or appearance of a
product which differentiates it in the eyes of the consumer, from those of their competi-
tors. These rather subjective attributes of a product are starting to demand an objective
basis for comparison. “Appearance” measurement of quantities like gloss, or the need to
measure the best conditions in which to display products under different lighting or pre-
sentation media (such as a TV tube, flat panel display, or a printed photograph), combine
“hard” physical or chemical measurements with the subjective and varying responses of,
say, the human eye or ear. Yet these are precisely the quantities that a consumer uses to
judge textiles, combinations of coloured products, or the relative sound reproduction of
hi-fi systems. They are therefore also the selling points of the marketer and innovator.
How can the consumer choose and differentiate? How can they compare different claims
(washes whiter than our competitors’ products, gives a shine to your pet’s fur, ...)?
Semi-subjective measurements are moving away from the carefully controlled conditions
of the laboratory into the supermarket and are presenting exciting new challenges.

NMIs have already become familiar with the needs of users of their colour or acoustical
measurement services which require a degree of modelling of the consumer response and
the differing reactions depending on environmental conditions such as ambient lighting or
noise backgrounds. The fascination of this area is that it combines objective metrology
with physiological measurements and the inherent variability of the human eye or ear,
or the ways in which our brains process optical or auditory stimuli.

The second area of challenge is familiar in the sense that it tackles the needs of
new industries, exploits new technologies and further enhances our ability to measure
the large, the small, the fast and the slow. Microelectronics, telecommunications, the
study and characterization of surfaces and thin films will benefit. Many of these trends
are regularly analyzed by NMIs as they formulate their technical programmes and a
summary can be found in the recent report by Dr. Robert Kaarls entitled “Evolving
Needs for Metrology in Trade, Industry, and Society and the Role of the BIPM”. The
report can be found on the BIPM web site.

Metrology has more recently been applied to climate change and to our environment
and basing a number of environmental measurements on the SI may help us extend our
current knowledge of the complex interactions of weather, sea currents and the various
layers of our atmosphere. In order to do this, the metrologist is beginning to make a
recognized contribution by insisting that these slow or small changes should be measured
traceably and against the unchanging reference standards offered through the units of the
SI system. Similar inroads are being made into the space community where, for example,
international and national space agencies are starting to appreciate that solar radiance
measurements can be unreliable unless related to absolute measurements. We await the
satellite launch of a cryogenic radiometer which will do much to validate solar physics.
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The relevance of these activities is far from esoteric. Governments spend huge sums
of money in their efforts to tackle environmental issues and it is only by putting mea-
surements on a sound basis that we can begin to make sure that these investments are
justified and are making a real difference in the long term.

A third area is the trend towards “quantum based” standards in industry. This is a
result of the work of innovative instrument companies which now produce, for example,
stabilized lasers, Josephson junction voltage standards and atomic clocks for the “mass
market”. The availability of such highly accurate standards in industry is itself testimony
to companies’ relentless quest for improved product performance and quality. But it is all
too easy to get the “wrong” answer. Users are advised to undertake comparisons and to
co-operate closely with their NMIs to make sure that these instruments are operated with
all the proper checks and with attention to best practice so that they may, reliably, bring
increased accuracy closer to the end user. Industry presses NMIs —rightly so— for better
performance and in some areas of real practical need NMI measurement capabilities are
still rather close to what industry requires. It is, perhaps, in these highly competitive
and market driven areas that the equivalence of reference standards will prove their
worth. Companies specify the performance of their products carefully in these highly
competitive markets and any significant differences in the way in which NMIs realize
scales and quantities will have a direct bearing on competitiveness, market share and
profitability.

The industries of today and tomorrow are starting to nibble away at one of the
century-old metrology practices within which the user must bring their own instruments
and standards to the NMI for calibration. Some of this relates to the optimization of
industrial processes where far more accurate, “real time”, “in-process” measurements are
made. The economics of huge production processes demand “just in-time” manufacture
active data management and clever process modelling. By identifying, reliably, where
sub-elements of a process are behaving poorly, plant engineers can take rapid remedial
action and so identify trouble spots quickly. But real “real time” measurements are
difficult and it is only recently that some NMIs have begun to address the concept of an
industrial measurement “system”. New business areas such as this will require NMIs to
work differently if for no other reason that their customers work differently and they need
to meet their requirements. Remote telemetry, data fusion and new sensor techniques
are becoming linked with process modelling, numerical algorithms and approximations
so that accurate measurement can be put —precisely— at the point of measurement.
These users are already adopting the systems approach and some NMIs are starting to
respond to this challenge.

A few NMIs are also starting to ask how the Internet can change the way they tradi-
tionally do things. Wide bandwidth offers a combination of fast data transfer, complete
with video. A whole new world opens up and —just as NMIs have broadcast accurate
global time signals for decades— they can now test and calibrate a range of electronic
devices over the “net”.
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5'2. New science—changes to the SI. — Science never stands still. There are a number
of trends, already evident, which may have a direct bearing on the definitions of the SI
itself. Much of this is linked with progress in measuring the fundamental constants,
their coherence with each other and the SI, and the continued belief that they are time
and space invariant. In the next few years we can expect, perhaps, a redefinition of the
kilogram based on the results of several experiments in a number of NMIs to relate the
mechanical kilogram to the electrical quantities with uncertainties which make it possible
to monitor any changes in the prototype itself. Length and time units have been related
by a fixed value for the speed of light for a number of years, and length is defined in
relation to the time unit. New femtosecond laser techniques and the high performance
of ion or atom trap standards may soon enable us to turn this definition on its head
and define time in terms of the optical transitions. Temperature and light intensity
measurement all relate to the Boltzmann constant and if several efforts are to improve
our knowledge of it and the Planck constant are successful, then they might open up
the possibility of a different approach to thermodynamic temperature and light intensity
measurement. These are exciting times for metrologists. Trends in measurement are
taking us into new regimes; chemistry is introducing us to the world of reference materials
and processes and to application areas which would have amazed our predecessors.
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1. — Structures

The formal structures of metrology and how it operates at the national and interna-
tional levels are not usually at the forefront of a young metrologist’s mind. Nevertheless,
an understanding of them and how they operate becomes more important as the young
metrologist progresses up the hierarchy and starts to represent his or her laboratory or
country at an international level. Some of the activities which are launched by these
organizational bodies also shape the daily work of our young metrologist and an under-
standing of why they are there can often help to put the experimental work into context.
The aim of this Varenna lecture is, then, to give an outline of how structures emerged
and to describe today’s system functions.

2. — Metre Convention

2'1. The Metre Convention. — The Metre Convention sets many of the structures
in the international system. Its roots lie in the 1851 Great Exhibition and the 1860
meeting of the British Association for the Advancement of Science (BAAS) in which
a number of scientists and engineers met to develop the case for a single system of
units based on the metric system. This built on the early initiative of Gauss to use
the 1799 metre and kilogram in the Archives de la République in Paris as a well as
the second defined in astronomy as a coherent set of units for the physical sciences. In
1874, the three-dimensional CGS system, based on the centimetre, gram and second, was
launched by the BAAS. The sizes of the electrical units which related to the CGS system
were not particularly convenient and, in the 1880s, the BAAS and the International
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Electrotechnical Commission (IEC) approved a set of practical electrical units based
on the ohm, the ampere, and the volt. In parallel with this attention to the units,
a number of Governments set up what was then called the “Committee for Weights
and Money” which in turn led to the 1870 meeting of the “Commission Internationale
du Metre.” Twenty-six countries accepted the invitation of the French Government to
attend. However, only 16 were able to come as the Franco-Prussian War intervened so
the full committee did not meet until 1872. The result was the Convention du Metre
and the creation of the Bureau International des Poids et Mesures, the BIPM (in English
the International Bureau of Weights and Measures), in the old Pavillon de Breteuil at
Sévres as a permanent scientific agency supported by the signatories to the Convention.
As this required the support of Governments at the highest level, the Metre Convention
was not signed until 20 May 1875.

2'2. The BIPM . — The BIPM’s role was to “establish new metric standards, conserve
the international prototypes” (then the metre and the kilogram) and “to carry out the
comparisons necessary to assure the uniformity of measures throughout the world.” As
an intergovernmental, diplomatic Treaty organization, the BIPM was placed under the
authority of the “General Conference on Weights and Measures” (CGPM). A committee
of scientific experts —the International Committee for Weights and Measures (CIPM),
supervises the running of the BIPM. The aim of the CGPM and the CIPM was to assure
the “international unification and development of the Metric System.” The CGPM
now meets every four years to review progress, receive reports from the CIPM on the
running of the BIPM and to establish the operating budget of the BIPM, whereas the
CIPM meets annually to supervise BIPM’s work. When it was set up, the staff of
BIPM was “a Director, two assistants and the necessary number of employees.” In
essence, then, a handful of people began then to prepare and disseminate copies of the
international prototypes of the metre and the kilogram to Member States. About 30
copies of the metre and 40 copies of the prototype kilogram (fig. 1) were distributed to
Member States by ballot. Once this was done, some thought that the job of the BIPM
would simply be that of periodically checking (in the jargon, verifying) the national copies
of these standards. This was a short lived vision as the early investigations immediately
showed the importance of measuring, reliably, a range of quantities which influenced the
performance of the international prototypes and their copies. As a result, a number of
studies and projects were launched, which dealt with the measurement of temperature,
density, pressure and a number of related quantities. BIPM immediately became a
research body although this was not recognized formally until 1921!

2'3. The MKS system. — Returning to the development of the SI, however, one of
the early decisions of the CIPM was to modify the CGS system to base measurements
on the metre, kilogram and second —the MKS system. In 1901, Giorgi showed that
it was possible to combine the MKS system with practical electrical units to form a
coherent four-dimensional system by adding an electrical unit and rewriting some of
the equations of electromagnetism in the so-called “rationalized” form. In 1946, the
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Fig. 1. — The international prototype of the kilogram.

CIPM approved a system based on the metre, kilogram, second and ampere —the MKSA
system. Recognizing the ampere as a base unit of the metric system in 1948, and adding,
in 1954, units for thermodynamic temperature (the kelvin) and luminous intensity (the
candela), the 11th CGPM in 1960 coined the name Systéme international d’Unités, the
SI. At the 14th CGPM in 1971 the present day SI system was completed by adding the
mole as the base unit for the amount of substance, bringing the total number of base
units to seven. Using these, a hierarchy of derived units and quantities of the SI have
been developed for most, if not all, measurements needed in today’s society.

2'4. The SI Brochure. — A substantial treatment of the SI is to be found in the 8th
edition of the “SI Brochure” published by the BIPM in 2006 and available on the BIPM
web site.

3. — BIPM: the first 75 years

3'1. After its intervention in the initial development of the SI, BIPM continued to
develop fundamental metrological techniques in mass and length measurement but soon
had to react to the metrological implications of major developments in atomic physics and
interferometry. In the early 1920s, Albert Michaelson came to work at BIPM and built
an eponymous interferometer to measure the metre in terms of light from the cadmium
red line —an instrument which, although modified, did sterling service until the 1980s!
In temperature measurement, the old hydrogen thermometer scale was replaced with a
thermodynamic-based scale and a number of fixed points. After a great debate, electrical
standards were added to the work of the BIPM in the 1920s with the first international
comparisons of resistance and voltage. In 1929 an electrical laboratory was added and
photometry arrived in 1939.
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32.  Even in these very early days, it was clear that the BIPM needed to find a
way of consulting and collaborating with the world’s NMIs. The solution adopted is one
which still exists and flourishes today. It was clear that the best way of working was in
face-to-face meetings, so the concept of a “Consultative Committee” to the CIPM was
born. Members of the Committee were drawn from experts active in the world’s NMIs
and met to deal with matters concerning the definitions of units and the techniques of
comparison and calibration. The Committee is usually chaired by a member of the CIPM.
Much information was shared although, for obvious logistical reasons, the meetings were
not too frequent. Over the years, the need for new Consultative Committees grew in
reaction to the expansion of metrology and now ten Consultative Committees exist, with
over twenty-five working groups.

3'3. This has proved to be a successful approach and provides a clear unifying focus
for the people concerned. In recent years there has been an increase in the frequency of
meetings, and most Consultative Committees meet every two or three years. The CIPM
is rightly cautious about establishing new Consultative Committee but proposals for new
ones are considered from time to time, usually after an initial survey through a Working
Group. In the last ten years, Joint Committees have been created to tackle cross-cutting
issues such as the international approach to the estimation of measurement uncertain-
ties or to the establishment of a common “vocabulary” for metrology. Most of these
Joint Committees bring BIPM together with international bodies or intergovernmental
organizations such as ISO, ILAC or TEC. As the work of the Metre Convention expands
away from physics and engineering, Joint Committees are an excellent way of bringing
BIPM together with other bodies which bring specialist expertise —an example being
the Joint Committee for Traceability in Laboratory Medicine, established recently with
the International Federation of Clinical Chemistry.

3'4. The introduction of ionizing radiation standards to the work of the BIPM came
later even though a local resident, Marie Curie, deposited her first radium standard at
BIPM in 1913. As a result of pressure, largely from the USSR delegation to the CGPM,
the CIPM took the decision to add ionizing radiation and laboratories in 1964. This was
a significant new investment and the CGPM agreed to a doubling of the BIPM budget
together with some special “exceptional” contributions to cope with the new work. Since
then no budget increases other than allowances for inflation had been made until the
General Conference in 2003!

3'5. At the beginning of the 1960s the BIPM still had only about 25 staff. In the mid-
60s, and at the time of the expansion into ionizing radiation, programmes on laser length
measurement were also started. These contributed greatly to the redefinition of the metre
in 1983, the BIPM acting as the world reference centre for laser comparisons in much
the same way as it did for physical artefact-based standards. In the meantime, however,
the metre-bar had, however, already been replaced, in 1960, by an interferometric-based
definition using optical radiation from a krypton-lamp.
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3'6. The end of BIPM’s first 75 years saw a laboratory of about 50 with a clear
and unchallenged mission and a steady demand for BIPM’s calibration and comparison
services.

3'7. As a result of these expansions, the number of staff rose steadily and reached
about 60 in 1985. Within its budget, the BIPM therefore managed to keep technical
work going in most of the main areas of interest to the physical and engineering worlds.

3'8. In 1985, the BIPM absorbed the time section of the Bureau International de
I’Heure based at the Paris Observatory and reduced a few other activities so that this
could be done within the same global budget.

39. Staff numbers increased to nearly 70 in the mid 1980s but some signs were
starting to appear that BIPM could —and should— no longer cover all the main metro-
logical disciplines. Its tasks were also starting to change and its role at that time of a
small, research body charged with regular comparisons of high level standards from a
relatively stable number of top NMIs as well as a calibration service for Member States
of the Metre Convention, was under threat.

3'10.  This period, in retrospect, can be seen as leading in the beginnings of a
distinct change in BIPM’s work. Areas of activity were removed —either because they
became technically redundant or for financial reasons and because they no longer were
seen as essential, as the rise in the competence and the number of National Laboratories
sometimes made it unnecessary for there to be a unique international resource. Most
developing countries also invested in a metrology infrastructure to meet the needs of
their industries. This corresponded to a steady increase in the numbers of members of
the Metre Convention, to 43, in 1975. However, as nations preferred to invest nationally
rather than internationally, the BIPM budget failed to keep pace with demand and work
stopped on temperature measurement, basic dimensional measurement, neutrons and
some traditional electrical measurements.

3'11. Apart from its responsibility to maintain the international prototype kilogram
—still the only artefact-based unit of the SI— BIPM was therefore no longer the sole
repository of an international primary reference standard. However there were, and
still are, a number of unique reference facilities at BIPM for secondary standards and
quantities of the SI.

3'12. If it was going to maintain its original mission of a scientifically based organi-
zation with the responsibility of co-ordinating world metrology, BIPM recognized that it
needed to discharge particular aspects of its treaty obligation in a different way. It also
saw the increased value of developing the links needed to establish collaboration at the
international and intergovernmental level. It was also faced with the need to provide
the Secretariat to ten Consultative Committees of the CIPM as well as an increasing
number of working groups. The last ten years have, therefore, seen the start of a sig-
nificant change in BIPM’s way of working. During this period we have also been faced
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with the need to develop a world metrology infrastructure in new areas of environmental,
chemical, medical and food. The shift away from physics and engineering was possible,
fortunately, as a result of the changing way in which the SI units can be realized, partic-
ularly through the quantum-based standards. Other pressures for co-ordination, rather
than independent research, resulted from the increasingly intensive programme of com-
parisons brought about by the launch of the CIPM’s Mutual Recognition Arrangement
in 1999s.

3'13. The most recent consequence of these trends was that the CIPM decided that
the Photometry and Radiometry section would close, ending nearly 70 years of such
activity at the BIPM. Additional savings would also be made by restricting the work
of the laser and length group to a less ambitious programme. This led, in 2006, to the
closure of the Length section.

3'14. A small, 130 year old institution therefore was in the process of “re-inventing”
itself so as to take on and develop a changed but nevertheless unique niche role. This was
still based on technical capabilities, but was one which had to meet the changing —and
expanding— requirements of its Member States in a different way. Much more needed to
be done as the benefits of precise, traceable measurement became seen as important in a
number of “new” disciplines for metrology. It was, for example, impossible to ignore the
real needs which were emerging in medicine and food or to reduce the effort in support
of the CIPM-MRA which was already finding application in the reduction of technical
barriers to trade.

3'15.  This change of emphasis was endorsed at the 2003 General Conference on
Weights and Measures which agreed on a new four-year work programme (2005-9) as
well as the first real terms budget increase since the increase agreed in the mid 1960s to
finance the expansion into ionizing radiation.

3'16. Today, the Membership of the Metre Convention stands at 51 Member States.

4. — National structures: The National Metrology Institutes (NMIs)

4'1. National Metrology Institutes. — At the turn of the 19th Century, many of the
industrialized countries had set up National Metrology Institutes —generally based on
the model established in Germany of the Physikalisch Technische Reichanstalt which had
been founded in 1887. The economic benefits of such a national Institute were immedi-
ately recognized and, as a result, scientific and industrial organizations in a number of
industrialized countries began pressing their Governments to make similar investments.
In the UK, the British Association for the Advancement of Science reported that, without
a National laboratory to act as a focus for metrology, Great Britain’s industrial competi-
tiveness would be weakened. The cause was taken up more widely and the UK set up the
National Physical Laboratory in 1900. The US created the National Bureau of Standards
in 1901 as a result of similar industrial pressure. A number of other countries already
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had national laboratories, although they had largely been established for verification and
testing of measuring instruments. The major “National Metrology Institutes” (NMIs),
however, had a dual role. In general they were the main focus for national research
programmes on applied physics and engineering. Their scientific role in the development
of the International System of Units, the SI began, however, to challenge and even take
over the role of the Universities which were much more concerned with the measurement
of the fundamental constants. This was especially true after the development of “quan-
tum physics” in the 1920s and 1930s. Most early NMIs therefore began with two major
elements to their mission:

— a requirement to satisfy industrial needs for accurate measurements, through stan-
dardizing and verifying instruments; and

— determining the physical constants so as to improve and develop the SI system.

In many ways, their missions now are very similar although the scope and range of
measurement responsibilities continues to grow.

4'2. NMI science. — The core role of the NMIs was to realize the definitions of the
units and to offer calibration services to industrial and other units. Of course, it was
always important to keep one step ahead of industrial need and NMIs were therefore
research bodies, often operating at the forefront of science.

5. — Traceability: The birth of accreditation

5°1. Traceability. — Traceability of measurement has been a core concern of the Metre
Convention from its inception. Initially a measurement is always made in relation to
a more accurate standard reference and these references were themselves calibrated or
measured against an even more accurate standard. The chain follows the same pattern
until one reached the national standards. The NMIs’ job was to make sure that the
national standards were accurate enough to meet national needs.

5'2. Accreditation bodies. — Originally NMIs did everything and tested or calibrated
all the routine instruments used in industry. Users brought their instruments to NMIs
themselves with the result that the calibration load was huge. In the UK, the NPL’s own
records show that over 563 000 tests and calibrations were done in 1960. This clearly was
not efficient, nor did it allow NPL’s scientists and engineers to research many of the new
techniques that were increasingly relevant to metrology. The solution lay in the creation
of national calibration services —networks of competent laboratories which took on the
routine work and which released NMI resources. This was the beginning of the accred-
ited laboratory network, which now has a huge role to play in the hierarchy of traceable
calibration and quality assurance, and to product quality. In order to enhance efficiency
and to innovate, many NMIs turned to automation of measurement so as to relieve the
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metrologist of much tedious measurement practice. Automation took away the subjec-
tivity of many slow, operator-based, techniques, improved measurement uncertainty and
reduced the variation in measurement that came from different operators.

53. ILAC. — As the numbers of accredited laboratories increased, largely as a re-
sult of new international quality standards, their market for traceable calibrations grew
and accreditation is now a major business worldwide. Laboratory accreditation, and
the written standards which underpin it, were largely developed in Europe and Aus-
tralia. Most countries developed a national accreditation service, working to what is
now the ISO/IEC 17025 standard, regional groupings emerged, as did the International
Laboratory Accreditation Co-operation, ILAC, with some 46 member bodies. The link
between accreditation and NMIs is a strong one. Both share a responsibility for accurate,
traceable measurements at a national level.

5'4. A National Measurement System. — As NMIs stopped doing all but the highest
accuracy measurements and as accredited laboratories, usually in the commercial sector,
took on the more routine tasks, the concept of a national hierarchy of traceable mea-
surements became common place, and was frequently called a “National Measurement
System”. In general the technical capabilities of the intermediate laboratories are as-
sured by their accreditation to ISO/IEC 17025 by a national accreditation body, usually
a member of the International Laboratory Accreditation Co-operation (ILAC). At the
top of the traceability system, measurements were relatively few in number and had the
lowest uncertainty. Progressing down the traceability chain introduced a greater level of
uncertainty of measurement and, generally speaking, a larger number of measurements
are involved.

5'5. Definitions of traceability. — Traceability itself also needed to be defined. The
draft third edition of the International Vocabulary of Metrology (VIM) defines trace-
ability as “The property of a measurement result relating the result to a stated reference
through an unbroken chain of calibrations or comparisons each contributing to the stated
uncertainty.”

The important emphasis is on uncertainty and the need for the continuous, unbroken
chain of measurement. Comparisons of standards or references are a common way of
demonstrating confidence in the measurement processes and in the reference standards
held either in NMIs or in accredited laboratories. The National Accreditation Body usu-
ally takes care of these comparisons at working levels, sometimes called interlaboratory
comparisons (ILCs) or proficiency testing.

6. — Regional Metrology Organisations

6°1. The birth of RMOs. — The growth of the number of NMIs and the emergence
of world economic groupings such as the Asia-Pacific Economic Cooperation and the
European Union means that regional metrological groupings have become a useful way
of addressing specific regional needs and as a mutual help or support network. The first
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was probably in Europe, an organization now named “BEUROMET” emerging for a lose
collaboration of NMIs based on the “Western European Metrology Club”. There are now
five “Regional Metrology Organizations”: APMP (Asian Pacific Metrology Programme
with perhaps the largest geographical coverage from India in the west to New Zealand
in the east and extending into Asia); COOMET (the Euro-Asian co-operation in Metrol-
ogy amongst the Central European Countries), EUROMET (the European co-operation
in Measurement Standards), SADCMET (the Southern African Development Commu-
nity Co-operation in Measurement Traceability), and SIM (Sistema Interamericano de
Metrologia or Inter-American Metrology System which covers Southern, Central and
North America). The RMOs play a vital role in encouraging coherence in their region
and between them: without their help the international metrology system would be far
more difficult to administer and its outreach to non-members —who may, however, be
members of an RMO— would be more difficult.

62. RMOs today. — Traditionally, NMIs have served their own national customers.
It is only within the last 10 years that Regional Metrology Organizations have started
to become more than informal associations of national laboratories and have begun to
develop strategies for mutual dependence and resource sharing, driven by concerns about
budgets and the high cost of capital facilities. The sharing of resources is still, however, a
relatively small proportion of all collaborations between NMIs, most of which are still at
the research level. It is, of course, no coincidence that RMOs are based on economic or
trading blocs and that these groupings are increasingly concerned with free trade within
and between them.

6°3. FEquivalence of national measurement standards. — At the NMI level, the frame-
work of the BIPM and the CIPM’s Consultative Committees (CCs) took care of the
highest level comparisons. However the increased relevance of traceable measurement to
trade, and the need for demonstrable equivalence of the national standards held at NMIs,
and to which national measurements were traceable, took a major turn in the mid-1990s.
This event was stimulated by the need, from the accreditation community as much as
from regulators and trade bodies, to know just how well the NMI standards agreed with
each other. Unlike much of the work of the Consultative Committees, this needed to
involve NMIs of all states of maturity as well as at all levels of accuracy. The task of
comparing each and every standard was too great and too complex for the CC network
so a novel approach needed to be adopted. In addition, it became increasingly clear that
the important concept was one of measurements which were traceable to the SI through
the standards maintained at NMIs, rather than to NMIs themselves. Not to develop
and work with this concept ran the risk of creating technical barriers to trade (TBTs)
if measurements in a certain country were legally required to be traceable to the NMI
standards or if measurements made elsewhere were not recognized. The World Trade
Organization was turning its attention towards the need for technical measurements to
be accepted worldwide and were setting challenging targets for the reduction of TBTs.
The metrology community needed to react.
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7. — Mutual recognition of NMI standards: the CIPM MRA

7'1. The significance of the CIPM MRA. — The result was the creation, by the CIPM,
of a Mutual Recognition Arrangement (MRA) for the recognition and acceptance of NMI
calibration and test certificates. The CIPM MRA is one of the key events of the last
few years, and one which may be as significant as the Convention du Metre itself. The
CIPM MRA has a direct impact on the reduction of technical business to trade and to
the globalization of world business.

7°2. Launch. — The CIPM MRA was launched at a meeting of NMIs from Member
States of the Metre Convention held in Paris on 14 October 1999, at which the directors
of the NMIs of thirty-eight Member States of the Convention and representatives of two
international organizations became the first signatories.

8. — The essential points of the CIPM MRA

8'1. Objectives. — The objectives of the CIPM MRA are:

— to establish the degree of equivalence of national measurement standards main-
tained by NMIs;

— to provide for the mutual recognition of calibration and measurement certificates
issued by NMIs; and

— thereby to provide governments and other parties with a secure technical founda-
tion for wider agreements related to international trade, commerce and regulatory
affairs.

82. Technical competence. — The procedure through which an NMI —or any other
recognized signatory— joins the MRA is based on the need to demonstrate their technical
competence, and to convince other signatories of their performance claims. In essence,
these performance claims are the uncertainties associated with the routine calibration
services which are offered to customers and which are traceable to the SI. Initial claims —
called “calibration and measurement capabilities (CMCs)”— are made by the laboratory
concerned. They are first reviewed by technical experts from the local Regional Metrology
Organization and, subsequently, by other RMOs. The technical evidence for the CMC
claims is generally based on the Institute’s performance in a number of comparisons
carried out and managed by the relevant CIPM Consultative Committees (CCs) or by the
RMO. This apparently complex arrangement is needed because it would be technically,
financially, or organizationally impossible for each participant to compare its own SI
standards with all others. The CIPM places particular importance on two types of
comparisons:

— International comparisons of measurements, known as CIPM key comparisons and
organized by the CCs and which generally involve only those laboratories which
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perform at the highest level. The subject of a key comparison is chosen carefully
by the CC to be representative of the ability of the laboratory to make a range of
related measurements.

— Key or supplementary international comparisons of measurements usually orga-
nized by the RMOs and which include some of the laboratories which took part
in the CIPM comparisons as well as other laboratories from the RMO. RMO Key
Comparisons are in the same technical area as the CIPM comparison whereas sup-
plementary comparisons are usually carried out to meet a special regional need.

Using this arrangement, we can establish links between all participants and so provide
the technical basis for the comparability of the SI standards at each NMI. Reports of all
the comparisons are published in the “Key Comparison Data Base” maintained by the
BIPM on its web site.

83. Comparisons and quality systems. — These comparisons differ from those tra-
ditionally carried out by the CCs, which were largely for scientific reasons and which
established the dependence of the SI realizations on the effects which contributed to the
uncertainty of the realization. In CIPM and RMO key or supplementary comparisons,
however, each participant carries out the measurements without knowing the perfor-
mance of others until the comparison has been completed. They provide, therefore, an
independent assessment of performance. The CIPM however took the view that compar-
isons are made at a specific moment in time and so required participating NMIs to install
a quality system which could help demonstrate confidence in the continued competence
of participants in between comparisons. All participants have chosen to use the ISO/IEC
17025 standard or ISO Guide 34 for some chemical measurements and have the option
of a third party accreditation by an ILAC member or a self-declaration together with
appropriate peer reviews.

84. The NMIs commitment. — The outcome of this process is that it gives NMIs the
confidence to recognize the results of key and supplementary comparisons as stated in
the database and therefore to accept the calibration and measurement capabilities and
calibration certificates of other participating NMIs.

8'5. Associates of the General Conference. — When drawing up its MRA, the CIPM
was acutely aware that its very existence —and the mutual acceptance of test and cali-
bration certificates between its members— might be seen as a technical barrier to trade
in itself. The concept of “Associates” of the CGPM was therefore developed. An As-
sociate has, in general, the right to take part in the CIPM MRA but not benefit from
the full range of BIPM services and activities which are restricted to Convention Mem-
bers. The Associate status is increasingly popular with developing countries as it helps
them gain recognition world-wide and does not commit them to the additional expense
of Convention Membership which may be less appropriate for them at their stage of
development.
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86. The Key Comparison Database (KCDB). — The key comparison database, re-
ferred to in the MRA is available on the BIPM web pages (www.bipm.org). The content
of the database is already evolving rapidly. “Appendix A” lists signatories, and “Ap-
pendix B,” the set of key comparisons together with the results of from those that have
been completed. It will also contain a list of those old comparisons selected by the Con-
sultative Committees that are to be used on a provisional basis. “Appendix C” contains
the calibration and measurement capabilities of the NMIs that have already been de-
clared and reviewed within their own Regional Metrology Organization (RMO) as well
as those other RMOs that support the MRA.

9. — Take up of the CIPM MRA

9°'1. Regulators and the CIPM MRA. — Whilst the KCDB data is, at the moment,
largely of interest to metrologists, it is clear that a number of NMIs are keen to see
it taken up more widely by regulators and others. This campaign is at an early stage
and at the moment, an EU-US trade agreement cites the CIPM MRA as providing an
appropriate technical basis for acceptance of measurements and tests and the USA’s
NIST has opened up a discussion with the Federal Aviation Agency, FAA, and other
regulators as to the way in which they can use the KCDB data to help the FAA accept
the results of tests and of certificates which have been issued outside the USA.

9°2. A market for NMI calibration services. — There is a range of additional benefits
and consequences of the CIPM MRA. Firstly, anyone can use the KCDB to look for
themselves at the validated technical capability of any NMI within the MRA. As a result,
they can, with full confidence, choose to use its calibration services rather than those of
their national laboratory and have the results of these services accepted worldwide. They
can also use the MRA database to search for NMIs that can satisfy their needs if they
are not available nationally. This easy access and the widespread and cheap availability
of information may well drive a globalization of the calibration service market and will
enable users to choose the supplier that best meets their needs. As the CIPM MRA is
implemented it will be a real test of market economics.

9°3. Consequences for NMI services. — Secondly, there is the issue of rapid
turnarounds. Companies that have to send their standards away for calibration do not
have them available for in-house use. This can lead to costly duplication if continuity
of an internal service is essential, or to a tendency to increase the calibration interval if
calibrations are expensive. NMIs therefore have to concentrate more and more on re-
ducing turnaround times, or providing better customer information through calibration
management systems. Some instrument calibrations will always require reasonable peri-
ods of time away from the workplace because of the need for stability or because NMIs
only can (through their own resource limitations) provide the service at certain times.
This market sensitivity is now fast becoming built into service delivery and is, in some
cases, more important to a customer than the actual price of a calibration.
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10. — Other metrology bodies

10°1. The World Metrology System. — This short review has not permitted me fully to
cover the other bodies which contribute to the “World Metrology System.” These include
the International Organization for Legal Metrology (OIML) which is concerned with
metrology which is included in legislation and which has a role in relation to consumer
protection. The OIML and the BIPM collaborate closely and share a common concern
for international recognition and mutual acceptance of test and measurement results.

10°2. Accreditation and ILAC. — The International Laboratory Accreditation Coop-
eration, ILAC, coordinates the work of the regional and national bodies which deal with
the accreditation of the technical competence of industrial and other laboratories which
provide SI traceable calibration services to the day-to-day user. All laboratories accred-
ited to the international standard ISO/IEC 17025 need to demonstrate traceability to
the ST units and quantities realized at the relevant NMI.

10°3. The importance of MRAs. — The BIPM, OIML and ILAC have complementary
but common purposes. In support of this, they made a common declaration on the
importance of Mutual Recognition Arrangements. This declaration, issued in January
2006, can be found on the BIPM web site.

10°4. Measurement Accreditation and Standardization. — No description, however
short, of the international metrology structure can ignore the work of the standardiza-
tion bodies; the International Standardization Organization, ISO, or the International
Electrotechnical Commission, IEC. Conformity with these written standards or specifica-
tions invariably involves a measurement. There is, therefore, again a close collaboration
between the “Metrology, Accreditation and Standardization” bodies in what has come
to be called “MAS.”

11. — Closing comments

Structures evolve and emerge. The amazing thing about the Metre Convention is
that, as a document created in 1875, it is flexible enough to adapt and to serve today’s
world. The same can be said for NMIs and the increasing number of other laboratories
which support traceability and measurement in national and international structures.
Collaboration and Coordination are therefore the key to the success of the integrity and
coherence of the World Metrology System and to its ability to serve the needs of industry,
science and society.
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Measurements and discoveries: The role of instruments

S. LESCHIUTTA

Politecnico di Torino - Torino, Italy

Istituto Nazionale di Ricerca Metrologica - Torino, Italy

1. — Introduction

Students attending this “Enrico Fermi” summer School on Metrology and Fundamen-
tal Constants, deserve a dedicated and careful treatment, for a number of reasons:

— The basic notions of Metrology fall in the realm of knowledge provided in the
first years of any education system and radicated in a life-long of every-day use,
consequently it can appear trivial or obvious to repeat well-known notions.

— Moreover, most of the students attending to this school are not “plain” researchers
with a general degree in Physics, Chemistry or Engineering; they are at the moment
working in a National Metrological Institution (NMI), and consequently they are
proficient or at least conversant in one or more of the “metrologies”.

— About 35 “students” gathered here are now working in a NMI, about other 20 in
a research institution, devoted to some physical field, about 10 are coming from
Universities; more than half of the total population holds a Ph.D. degree or is
working toward a Ph.D. degree.

Fundamentals of Metrology consequently will be not repeated here; but, at any rate,
a common background is needed and thanks to the Bureau International des Poids et
Measures —BIPM— a copy of the last brochure devoted to the SI system, printed 2006-
12-16 is provided to all the attendants to this School [1].

© Societa Italiana di Fisica 35
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The “students” are warmly invited to read that brochure in order to grasp the con-
tents, and to reach easily, if needed, for consultation, any specific point of the text, or
tables with definitions or symbols.

The topics covered in the brochure, along with an introduction devoted to Quantities,
Units, Dimensions, Legislation, etc., are the SI Units, Decimal multiples and Submultiples
of ST Units and writing instructions.There is also an appended list of some Decisions of the
General Conference of Weights and Measures (CGPM) or of the International Committee
for Weights and Measures (CIPM) that bear directly upon definitions or units, prefixes
defined for use as part of the SI, and conventions for the writing of unit symbols and
numbers.

A description of the complete machinery of the SI system, will be given in the lessons
presented by A. Wallard during this School.

The acronyms quoted in this paragraph are spelled out in the brochure.

While the fifty-odd lessons that will be presented here in Varenna are all aimed to
offer a deep consideration of a very specific and in some cases, narrow topic, it seemed
worthwhile to provide also a panorama of the multifarious problems linked to modern
Metrology, and consequently it is suggest also the reading of a recent paper [2] covering(*)

— The international System of Units,

— Fundamentals Constants and SI Units,

— Metrological Limits,

— Philosophy of Measurement,

— Coherence of the International System of Units,
— The human factors.

To complete the information about the School, as regards the about twenty-five lec-
turers or tutors, and with some approximations due to a changing or double affiliation,
one-fifth was provided by BIPM, another fifth from Universities or Research Laboratories,
and the remaining three-fifth from the National Metrological Institutes.

In total 31 Institutions (NMIs, Laboratories, and Universities) participated in this
effort, offering Lecturers or sending Students.

As a final remark, the students are urged to take any opportunity offered by this event
that was designed, since his inception, as a mean to foster a strong mutual exchange
of knowledge. FExperience coming of the previous venues of this School tells that in
many cases the two weeks of common study resorted in a long-lasting cooperation and
friendship.

(1) The permission of J. Valdes and of Elsevier Inc., for the reproduction of that paper is
gratefully acknowledged.



MEASUREMENTS AND DISCOVERIES: THE ROLE OF INSTRUMENTS 37

It is well known indeed that the Metrology Community is an intertwined one and the
occasion of cooperation are in some cases very frequent.

The reader is also referred to a specific lesson given here in Varenna in the year 2000,
when a paper on the laws of physics and on the modern forms assumed by the Theory of
Measurements, also outside the realm of Metrology was presented. That paper is fitted
with an extended bibliography, divided into topics [3].

2. — Summary and aim of this lecture

Looking now at the text of this lesson, one could gain the impression that is just an
essay on the History of Science; past events are indeed presented and recollected, but the
final aim is to leave the reader with some tenets:

— In any epoch the progress in the knowledge was resting in, or promoted by mea-
surements.

— In any epoch, measuring instruments were the most accurate expression of the
current civilisation.

— The existence of a metric system with his set of devices and rules and traditions
was always the landmark of a civilisation, as compared to barter or swapping.

— The basic foundations of Physic, such the principle of equivalence are based on
measurements.

— The link between Physics and Engineering is offered by the values of the funda-
mental constants.

— The links between different “chapters” of Physics is offered by the values of the
fundamental constants.

— Each society considered a primary duty the selection and training of experts in the
measurement art and the reason we are collected in Varenna is also to obey to this
duty.

Sir Francis Bacon (1561-1662) was well aware of the importance of the relations
between speculation and experiments. He writes in the “Novum Organum,” London
1620, few lines that are illuminating about the role of instruments:

“Neither the naked hand nor the understanding left to it can effect much.

It is by instruments and helps that the work is done, which are as much wanted for
the understanding as far the hand.

And as the instruments of the hand either give motion or guide it, so the instrument
of the mind applies either suggestions to the understanding or cautions.”
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3. — Some roles of measurements

Being granted that basic information on Metrology is known, or can be traced in the
two suggested sources or gathered in conversations, the aims of this report is to present
some considerations about the role of instruments and the mutual relations between mea-
surements and discoveries, old and new instruments will be considered and, in particular
the role played by vertical and horizontal pendula or pendula-like devices will be consid-
ered in fundamental Physics or in the so-called big unifications. An attempt was made
to support these points with a reproduction of the original papers.

In Metrology, Physics and Technology, three lines of thought are considered viable as
regards the role of Measurements:

— Measurements are not so important in the finding or discovery of a (new) physical
law.

— Measurements and instruments are on the contrary essential:

a) in the “validation” of a new law or of a new instrument;
b) in selecting between theories that are, apparently, in conflict;

c¢) after the big “unifications”, when suddenly it is discovered that two separate
chapters of Physics, hitherto considered remote, were just two aspects of the
same topic.

— Failures in making measurements can lead to the discovery of new effects or phe-
nomena.

Three examples: fall of a body, energy “inside” a moving mass, equivalence principle will
now be considered.

3'1. Galileo was suddenly loosing any interest in the measurement or in the instru-
ments he was using or improving, as soon the general pattern of the law appeared in his
mind. — An example was the quest of the law giving the time taken by a falling body;
Galileo using an inclined plane with a slope of 5% succeeded in slowing down the fall of a
sphere rolling down the slope and started to investigate about the duration of the “fall”.
Many methods were attempted (counting of drops of water, numbering of the beatings
between two musical tones(?), weighting of sand or water, use of a vertical pendulum),
until the “law” was guessed. At this moment Galileo was loosing all his interest in the
instrument he was designing or improving.

In this case the measurements were aimed to finding the general ratio between fall
and time.

(?) Galileo was an accomplished liutist.
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3'2. What is the form of the “force” in a moving body with mass? Where is the energy
of a body at rest stored? What is the difference between the “dead force” and the force
“alive”, in other terms what is the quantity of interest: kinetic energy, motion quantity,
enerqgy, pulse? — About the “force” or energy inside a moving body, a scientific debate
enraged for more than one century and half, between the mathematicians and physicist
around the Seventieth Century.

The names are Galileo (1564-1642), Descartes (1596-1650), Newton (1642-1727), Leib-
nitz (1646-1716), MacLaurin (1698-1746), Euler (1717-1783). The debate was harsh,
sometimes rude, also if polite in appearances(?).

Two series of measurements were performed:

— The collision in a horizontal plane between spheres of different masses and equal
diameter.

— The impact of spheres of equal diameter and different masses impinging vertically
with different and known velocities on a lead surface. The diameter of the different
imprints was measured. (method of Euler).

The solution of this measurement had also the important consequence in helping
the Scientist to fix their ideas about potential energy, kinetic energy, motion quantity,
concepts hitherto confused.

3'3. Very early measurements of the equivalence principle. — In a pendulum, in the
falling of masses, is the nature of the mass relevant? (Vertical pendula were used.)

Measurement of Galileo (1602-1638): Blobs of cork or of lead.

Measurement of Newton (1687): Two pendula of equal dimensions and shape (to
eliminate the air resistance) and filled with equal masses of gold, silver, sand, glass,
barley .... but preserving the position of the barycentre.

Newton, describing carefully the experiment, states also the accuracy of his measure-
ment: 1073,

4. — Some roles of instruments, the special case of pendula

4'1. Ezternal conditions fostering the birth of a new instrument. — When a new in-
strument appears, at least four points are of order:

1) are the external conditions (the paradigms) —that are needed for the development
and the growth of the new device, existing?

2) the potential of innovation inside any new instrument;

(®) Leibnitz was a master in irony: “Brevis demonstratio erroris memorabilis Cartesii et alio-
rum,” that can be translated, at the pleasure of the reader, as “short demonstration of a remak-
able error of Cartesius and others ...”, or “short demonstration of an error of the remarkable
Cartesius and others ...”
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3) versatility of the new device in the hand of scientist;
4) an unexpected need in an external, sometimes remote, field of Science.

Each of these four points would deserve an elaboration, just to provide examples
that are well known; for the first point only —the need of an accepted paradigm— few
remarks will be presented.

About the paradigms

1. Paradigms are a set of rules that can help the formation and recognition of a
community;

2. the concept and the word were introduced around 1960 by Kuhn;

3. the purpose was to make a model and to study what happens during a “scientific
revolution” or the “unifications”;

4. the concept has roused much controversy, but it is today accepted, at least as a
guideline;

5. a circular definition can be found: a paradigm is a set of rules, traditions, suggested
readings, scientific meetings that the members of a given scientific community, but
only the members of that community, has in common;

6. the adoption of a common paradigm transforms a group of researchers, that for
other reasons are different, in a scientific community;

7. various communities, also similar, live separate: who cross the boundaries is con-
sidered with suspicion.

The Members of a specific scientific community, for instance the Metrologists:

1. have common features in their education and training to the research,
2. regard themselves as the chief protagonists of their science,
3. are publishing on the same reviews and attending the same scientific meetings.

The importance of the existence of an accepted paradigm is evident when considering
the fate of two fundamental instruments of Science, the barometer and the thermometer
they

— were born in the same town, Florence;
— appeared in the same period, circa 1650;

— were designed and used by the same group of people; Borelli, Torricelli, Viviani,
the last co-operators of Galileo;
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— were produced in the same laboratory by the same glass-blower, nicknamed “il
gonfia” (*), but

The barometer was used correctly and immediately. The paradigm was provided on
the spot by Torricelli: the instrument measures the weight of the air, at the bottom of
the ocean formed by air. If we take this device in top of a mountain . ...

The thermometer, no paradigm was available and it took some 250 years, to under-
stand the meaning of his readings.

The need of a previously accepted paradigm as a requisite for a smooth acceptance
of a new theory was not always tested, but is a very strong requisite.

Along the cases of the two above-mentioned instruments, other vicissitudes can be
offered for consideration: those of Ohm, Joule, Wegener, Maxwell (in some Nations), or
in my Country, the cases of Marconi, Majorana(®) and Giorgi.

4°2. Why also pendula are to be considered. — One could rightly ask: why in the year
2006 an expert in Metrology has to bother himself with such an archaic and obsolete
device?

Pendulum, in his various forms, was and is still fundamental in the conversion be-
tween two forms of energy, is not an archaic device, booth for fundamental Metrology (%)
and technical applications; in one of his version, torsion pendulum with the shape of a
tuning fork made with a piezoelectric material, the daily production runs to the order of
10° pieces per day and the accuracy of the worst device is 107°. In some luxury cars or
heavy duty trucks(”), more than twenty torsion pendula, or piezoresonators, are used for
a variety of tasks, as clocks, frequency references in display systems and computers, an-
tiskid sensors, rotation sensors, temperature sensors, electrical connections management,
navigation systems, etc.

4'3. Metrological application of pendula. — Application of pendula for scientific mea-
surements, can be divided into three periods:

1. vertical pendula, before about 1650,
2. vertical pendula, 1650-1950,
3. horizontal pendula, 1700-now.

For the three periods here mentioned, the highlights only will be pointed out, using
tables arranger in chronological order. (Tables I and II.)

(*) The one who blows.

(5) Quirino Majorana (1871-1957), devoted thirty years of his life, in the quest of a possible
shielding of gravitational forces.

() See, the papers of Quinn, in this volume.

(7) In some trucks, the management of the electric energy performed using clocks and time-
ordered attuators, can resort in a saving of more than 25kg of copper.
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TABLE I. — Vertical pendula, before about 1650.

S. LESCHIUTTA

Application Researchers Device Years
medicine Galileo pulsilogio 1601
Mersenne fever sensor 1636
time interval Galileo & Viviani clock with an escapement 1635
fundamental Physics Galileo weak principle of equivalence 1602
pendula, blobs of cork and lead 1638
geodesy Riccioli clock hand regulated to calculate 1645
the Earth diameter
speed of sound Florence Academy time interval with a pendulum 1645
regulated clock
TABLE II. — Vertical pendula, after 1650.
Application Researchers Device and topic Years
length standard Wren, Hooke, pendulum 1660
Huygens, 1685
light speed Roemer pendulum in a clock + telescope
time interval Huygens pendulum in a clock 1685
metric system Burattini in Latvia pendulum + binary scaling 1685
fundamental Newton weak principle of equivalence, two 1687
Physics equal pendula with blobs of sand,
barley, glass, gold, silver, etc.
geodesy Richer pendulum 1679
& geophysics Kater special pendulum for “small g” ¢.1920

TABLE III. — Four big Unifications and two difficult measurements made using torsion balances
as horizontal pendula.

Researcher Year

force with mass Cavendish 1798

force with electricity Coulomb 1785

force with magnetic charge Coulomb 1787

forces with magnetism Gauss 1838
mass of the Earth Eotvos 1888-1908

adjusted value for G Quinn now
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TABLE IV. — Some SI units and related physics research.
Measure- Definition Age of Realisation/ Related Researcher and
ment unit definition  reproduction physical research organisation
(years)
Second The second 38 Primary Atomic precision Townes, Basov,
(s) is the frequency spectroscopy — H  Prokhorov,
duration of standards maser Ramsey,
9 192 631 producing an Nobel Prize 1964, Dehemelt, Paul
770 periods electromagnetic  Nobel Prize 1989 Harvard Univ.
of the radiation at the Optical Pumping Washington
radiation frequency of a Nobel Prize 1976  Univ., Bonn
transition Laser cooling of  Chu,
accuracy atoms Cohen-Tannoudji,
5x 10716 Nobel Prize 1997  Phillips, Stanford,
ENS, NIST
Intensity The ampere 60 Volt and Ohm BCS theory of Bardeen, Cooper,
of is that based upon the superconductivity Schrieffer
electrical constant Josephson and  Nohel Prize 1974 Harvard, Princeton
current current, quantum Hall . L.
L. e Tunneling Esaki, Giaever,
(A) which if effects-stability .
maintained better than a few ph.enomena m Josephson
. . _7 solids
in two parts in 10
straight conventional Nobel Prize 1973 Cambridge Univ.
parallel values for the Quantised Hall Von Klitzing
conductors Josephson effect Univ. Wurzburg
of infinite constant K3 and Ngbel Prize 1985
length the von-Klitzing
...and constant Rk
placed 1
meter apart
Metre  The meter is 23 Frequency- Laser Bloemberg,
(m) the length of stabilized Spectroscopy Schawlow
the path lasers locked Nobel Prize 1981  Univ. Toronto,
travelled by to atomic or Bell Labs.
light in molecular Optical frequency Hénsch, Max
vacuum resonances comb Plank Institute,
during a time Nobel Prize 2005 Hall
interval ... JILA-Boulder
Mass It is equal to 105
kilogram the mass of
(kg)  the
international

prototype
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4'3.1. Early vertical pendula. Vertical pendula were used as a time reference in the
astronomical clocks for near three Centuries; in the period 1895-1920, the pendula of
Riefler and Shott had a frequency stability approaching 1 x 1078 /day.

Seasonal variation on the speed of rotation of the Earth was indeed spotted around
1935 by Stoyko, working at the Bureau International de ’'Heure at the Paris Observatory
using astronomical clocks, all pendula, and measured by prof. Scheibe, using piezoelectric
clocks, at PTR in Germany.

4°3.2. Horizontal pendula and torsion balances, 1700—now. Of particular relevance for the
foundations of Physics and today Metrology, are the horizontal pendula, in the particular
form of torsion balances.

Many of the big “unifications” of science were indeed demonstrated and afterwards
measured, using oscillating horizontal pendula or with forces acting on a horizontal plane
and balanced by the torsion of a wire. Similar devices are now used for the quest of an
adjusted value for the Newtonian Gravitation Constant G.

This subject will be covered by Terry J. Quinn in his lesson on modern methods for
measuring G. Table III, spanning the period 1785-—now lists some fundamental measure-
ments made using horizontal pendula.

5. — Conclusions

To foster one of the main aims of this report, as stated in the Summary of this paper,
namely the perennial strong relations between Metrology and Fundamental Physics, the
occurence of some Nobel Prizes related to Metrology is presented in table IV.

For some fundamental quantities, the current definition is sketched, along with the
age of the definition and the method used for its reproduction in the laboratory.

Table IV is self-commenting, but one gains, on the one hand, a impression by the
number of the Nobel Prizes bestowed directly or indirectly to metrological topics end,
on the other, by the amount and quality of research and experimental activities that was
and is devoted to the measurement science.
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History of standard definitions: An outline
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1. — Introduction

Since the most remote antiquity, the turning point between societies based on hunting
or berries-picking and the more evolved forms of land-sedentary tribes is considered
the end of barter or swapping and the introduction, based on the voluntary or forced
acceptance of

— a metric system with its set of devices, scales and rules, modality of operation and
traditions;

— an agreed estimate of the energy needed (or the time to be spent) to produce any
item;

— a monetary system;
— the availability of some basic, and in some cases very basic mathematical notions.

It would be interesting to dwell on each of these points; a few remarks only are here
presented in the next sections, but the interested reader is referred to some books, quoted
in what follows and generally available in Universities, Laboratories or easily found in
the book-shops. A bibliography, divided into topics relevant to the aims of the present
volume, is appended at the end. A special mention is deserved to the BIPM Brochure,
updated every few years and available in two languages, French and English. The last
version appeared in 2006; to the brochure a short summary is appended.
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In the following sections the different kind of the standards will be classified in five
categories or families, distinct following some basic criteria such as:

the energy needed or to be spent to reach a given goal,

an anthropomorphic approach,
— the use of a material artifacts,
— the respect of a traditional historical definition,

— the adoption of a definition based on any property of Nature or Physics.

The reader is furthermore warned of the fact that some standards, mostly those of
length, mass, time and money are usually considered connatural by the people using
them; consequently the standards tend to perpetuate themselves and are very difficult
to eradicate from the common use, when time is considered ripe for a change.

There are plenty of examples of this behaviour(!); a few of these striking examples
will be presented in what follows.

Additional notes of caution must be added.

The measurement standard or units that were or are used are countless; hopefully the
libraries are full of conversion tables.

Moreover, dealing with metric systems, the unique part of science with Mathematics
entering in strict and direct contact with the commoners, it is mandatory not to remain
inside the more scientific or technical aspects, but always to be well aware of the final
user of the Measurement Science, the average citizen.

Any metric system must be indeed universal in the sense that the universe of its
potential users should accept its use.

Other reasons for this enormous number of standards stem from some facts we can
recognize in all times and cultures:

— for a given quantity, e.g. length of a ribbon, different material standards and units
(not only prices) were used in function of the material (wool, linen, silk);

— different measurement technologies were used in function of the material; in some
cases, the standard —a wooden rule— was translated along the ribbon, in other
instances the shop-keeper had the right to interpose his thumb between two succes-
sive positions of the rule, in a third case the wooden rule, without loosing contact
with the ribbon laying on a bank, was rotated in vertical direction before laying
down again on the fabric;

(1) In the “twenties”, the introduction of the Gregorian Calendar in Bulgaria caused severe
upheavals.
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— common notion that the unit of surface is the square of the unit of length and
similarly for the unit of volume, was not common nor practised at all; the unit of
surface was the area of a given rectangle and the unit of a volume was the volume
of a parallelepiped(?), with three different edges;

— average users were accustomed to divide by 2, 3, 6; the Pythagorean table was
not known and the peasants had to recur a very strange methods to perform the
division, frequently with some approximations or using tables prepared on purpose;

— in the trade hundreds of different “standards” were used for some specific items,
such smoked fish or fermented cabbage. The reading of past texts of Metrology,
penalties included for any no compliance, is sometimes a very lively exercise.

The examples proposed in what follows, are indeed reflecting the Nationality and the
culture of the author, but the reader can be assured that very similar phenomena took
place in different Countries. The introduction of the Metric System we are using with
satisfaction, at least in the Nations that subscribed the Metre Convention signed in 1875,
was not eventless in the first part of the XIX century; even if the system SI is nowadays
adopted legally, some non-metric units and standards are still resisting in some Nations
and fields.

Similarly, being the author familiar with the time and frequency Metrology, the ex-
amples are frequently coming from this realm.

2. — Metric systems

A few families of basic criteria, on which construct a metric system can be traced in
the history and are listed at the beginning of the previous section; some of these families
are still alive or, with the passing of time, a system migrated from one family to another
or some families merged.

A couple of examples are of order. The first one considers the permanence, as regards
the standard of mass, the kilogram standard, of one basic criterion. The principle, did
not change from the Egyptian or Babylonian times until today; the standard to be used
is an artifact, a given unique stone, to be used and preserved carefully; obviously the
“stone” and the technology changed, but, at least for the last five millennia:

— the basic assumption of a given “stone” to be adopted universally as a common
reference has held,

— the measurement device and the measurement technique, the scale, using as a
reference the local gravity, remained without change.

(3) In Piedmont, the unit of volume for masonry was a wall, 10 ounces —oncia— thick (about
45cm), one foot (piede liprando, the piemontese foot, about 52 cm) long, and height one “tra-
bucco”, 3.083m high. The three units of length, oncia, piede, trabucco, were neither homoge-
neous nor bearing decimal relations.
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The second example, coming from the length metrology, provides an instance of mi-
gration from one family to another, namely from a standard based on the Nature, the
quarter of Meridian of the Earth, to an artifact, and more recently another move to a
physical constant.

2°1. Families of standards and units based on the energy needed to reach a given goal.
— Standards belonging to these families were mostly those used in agriculture.

Some examples: the unit for the surface of the fields was the surface that two oxen
were able to plough in one day or the surface that a valid peasant was able to mow in a
working day, or, again, the area of ground needed in order to fill a “standard” carriage
whit hay. These units had different names in various cultures, but are still widely used
today in the transactions and are still quoted in the Notary records.

This family with the assumption of a given “energetic” product, presented interesting
variations linked to the muscular physical effort (or time) required to obtain the given
quantity of final product.

One of these parameters was the different orientations and consequently fertility of
soils in the same area. The valleys of North-West of Italy, generally oriented in the West-
East direction, offer the example. The northern side of the valley, looking south receives
more Sun, while the opposite side, facing north, is less irradiated and consequently less
fruitful. To produce the same quantity of hay, the surface on the side looking North, had
to be larger than the one on the opposite side and consequently the surface standard to
be used had to be larger.

2°2. Families of standards based on anthropomorphism. — Human body, with ratios
between its parts, stable enough and the direct availability and the granted portability of
these “standards”, inch, foot, palm, etc., provided in the past a widespread use of these
“human-like natural” standards for length and, in some specific cases, also for time.

As regards length, the system used in the UK, Canada and other parts of the world is
still in widespread use; these standards are well known and not requiring here comments
or explanations. Also in “metric” countries for some trades, such as plumbing, the
“English” system is regularly used.

As regards time, the dimension and shape of the hand, and the length of the human
body shadow were used.

In the second instance, the shadow, measured in feet, of a standing man was propor-
tional to the time interval to or from noon. Mnemonic rules (with a regional validity)
were linking the shadow length to the hour. In classic Greece, it was customary to fix the
hour of a meeting saying: we shall see when the shadow is 6 feet long (early morning or
late evening). Human physiology dictates indeed that for each hour during a day, there
is a ratio between the length of the gnomon —the stature of the man— and the length of
the shadow, measured using as a length standard the length of a foot of the same man.

The constancy of proportion between the dimensions and the shape of the hand was
providing another form of time-telling device: the left hand was held open flat with the
palm up and a piece of straw with length equal to that of the index was kept vertically
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at the corner between thumb and palm. The hand, remaining horizontal, was rotated
until the shadow of the muscle below the thumb was coincident with the “line of life”,
easily recognizable on the palm.

At this moment, the point of the palm in which the shadow of the straw tip was cast,
was providing the hour(®).

In booth cases, a horizontal sundial was realized.

2'3. Families based on agreed (or imposed) material artifacts. — Quite often a material
standard was imposed as the legal standard; in some cases the use of the device was
imposed by a political authority and the standard itself was following the “ruler” in his
migrations; this fact offers explanations when we find similar standards in different or
remote regions.

As an example, a standard length of about 52 cm was used in the batimetric chart
of Greenland and in the region between France and Italy, the Savoy; a possible expla-
nation lies in the fact that at the Viking period strong were the relations, economical
and religious, between Greenland and the Viking European areas, and that in the X
century the family of Savoy, coming from the modern Schlewig-Hollstein, (North-West
of Germany-Denmark) settled down in the Aosta valley, in the part of the Alps, between
Italy, Switzerland and France, South of the Geneva lake. Moreover at that time the
length standards used in all the Europe were different, in general shorter or far shorter
by about half a meter.

Eventually this standard became the basis of the piedmontese length metrology for
one millennium(*), with the name of “piede liprando”.

To evaluate the economical relevance of capacity or volume standards, one must re-
member that the taxes usually were paid in nature, through given amounts of barley, oat,
or corn, to be measured using a standard capacity, a bushel, that was always provided
by the ruler.

It is evident that the capacity of that bushel and his ownership ...was a strong and
efficient means of political and economical pressure.

The metrological literature of the past centuries is a continuous flurry of complaints
about the capacity of the bushel, the missing periodical calibrations of the internal vol-
ume, the modalities of filling(®), the presence, position and form of any hook, how to
decide that the device was full, etc.

Another case of use of artificial standards occurs when the experience proves that
a definition, a standard, albeit ideal, cannot be used in every-day life for a number of
reasons. For these reasons the metre based on a fraction of the Earth’s meridian, was

(3) Dom Pierre de Sainte Marie Magdaleine: Traitté d’horlogiographie, Lyon a la Juste Paix.
MDCLXXIV.
#) The official limit of validity was fixed for the first January 1850.

Yy y
(°) Tt is evident that the modality of filling, the slow pouring, or the spilling from different
distances or heights, the presence inside the vessel of a hook intended to clamp the bushel to a
scale, have an influence on the final barley quantity inside the vessel.
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substituted with a series of man-made mechanical standards, made in copper and later
on in an alloy of platinum-iridium. The same process, led from the mass of a cubic
decimetre of water at given temperature, to the kilogram standard.

2'4. Families based on some traditional historical definition, usually supported by ar-
tifacts. — In some cases an artificial artifact “realized” and made permanent a historical
definition; these families are di per se not very important, but provided to two important
tasks, the dissemination of a unit inside a kingdom and the development of the units of
the last family, those based on Nature.

Two examples can be provided, the so-called “pile of Charlemagne” and the “toise”.

The pile was a series of tronco-conic vessels, usually in bronze or in silver, the devices
being scaled in order to be fitted each one inside a larger one; the devices were providing
in France a scale of masses for the dissemination of the units. Similar solutions were
adopted in other nations.

The second example, the toise, was considered to be the length of the stretched
arms(®), from the tip of one index to that of the other hand, of Charlemagne, founder
of the “Holy Roman Empire”. This device, better some replicas, were used as a transfer
standard on the measurements that led to establish the size and shape of the Earth, in
campaigns promoted by the Paris Academy of Sciences and performed in the second half
of ‘700, in Finland and in South America. Those measurements were also fundament
for the definition of the meter and in the subsequent years to the construction of the
Decimal Metric System.

2'5. Families based on any property of Nature or Physics. — The aims of the Metric
Decimal System were described many times and its developments are well understood;
usually the scientist were admired by its rationality and conceptual elegance, the funda-
mental reference for length and mass being taken directly from the Nature, the coherence
between dimensions and units provided by the decimal approach and the derivation of
masses, volumes, surfaces from a unique length standard, without conversions and coef-
ficients.

One of the obstacles to the diffusion of the Metric System in other Countries was its
national origin, despite the recognized rationality and elegance.

Countless were the attempts in Europe to provide a French-like approach for the
national metric systems. The most common approach was to use numerology to find a
hitherto unknown mathematical relation between the previous national standard and the
metre or the metric system(”). In one case, the unit of mass was assumed equal to 500
grams of water, without any mention to the kilogram or to cubic decimetre.

(6) In latin, “brachia tensa”, in French, toise, in Italian, tesa.

(") One striking example was provided by the Turin Academy of Sciences that in 1818 stated
that the local “piede liprando” was the “length of 1 degree of meridian taken at the latitude
of Turin, divided by 603" and the relation between the metre and local “piede liprando” was
exactly 3° to 5.
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Anyway in the development of the current Metric System a permanent feature can be
recognized, i.e. the trend to proceed from a number of fundamental and mutually inde-
pendent units to a reduced number of units directly linked to the fundamental constants,
that are properties of the matter.

Examples were the change in the definition of the “candela”, previously involving
an instrument, in which it was possible to observe the solidification of melted platinum
or the changing in role of the metre, now substituted by the value of the fundamental
constant ¢, the velocity of light.

Another radical change will be, as considered in this Varenna School for 2006, the
“death” of the last remaining artifact inside the SI, the kilogram, see the contributions
by P. Richard and, R. Davis in these proceedings.

3. — General and essential characteristic to be provided by any metric system

To be universally accepted any metric system must offer to the users a number of
essential features. The most important ones are here listed, with a few comments; for
further news the interested reader is referred to any text of Metrology.

3'1. Universality. — As anticipated the meaning of universal is the fact that the system
is accepted and consequently used by the largest number of users.
Two remarks are of order:

— in the physics of some centuries ago, the meaning was quite different. In the
Galilean and Newtonian Physics till the times of Mach, the adjective was under-
scoring the validity of something in the whole Universe, known and to be discov-
ered. In this context, the concepts of synchronisation or of a common time scale for
events occurring anywhere and anytime, was not controversial and was accepted as
a fundamental one.

— In today Metrology, the meaning is far more modest and refers only to the accep-
tance by many classes of users. This behaviour, however, is sometime difficult to
be reached.

An example of such difficulties is provided by the existing divergence as regards the
time and frequency standards and definitions, between two classes of very important
users in science and technology:

— on the one hand, physicist, radio technologists, some radio astronomers and com-
munications engineers, are interested in the frequency, i.e., on the length of the
second and in its stability and accuracy, and not really interested on the epoch
(the date) for that second;

— on the other hand, astronomers, surveyors, navigators, space engineers, some other
radio astronomers, timekeepers are basically interested in the epoch, the date, the
hour; for these categories the time is basically an angle or a difference in longitude.
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To accommodate both classes of users with the same unit, the second SI, and with
the same time signal, given by unique radio time signals, special arrangements had to be
introduced as the adoption of the so-called “leap second” (®), a second to be periodically
removed from the time scales, obtained from stable atomic clocks, in order to reduce the
discrepancy between these time scales and the time scales linked to the rotation of the
Earth.

The Earth rotation is indeed slowing down for the tidal friction (about one second
per year or 3 x 1078, as a fractional frequency difference), but the second, as the time
interval unit, must remain constant and exact as far is possible (the best atomic clocks
have a frequency accuracy of some 10716 and a stability of about 10716 /day).

3'2. Uniformity. — Uniformity means that the scale of that unity proceeds in uniform
and regular way, i.e. the intervals are all equal, the readings are the result of an integration
and the marks are following the order of natural numbers: only if the scale is uniform,
an interval can be obtained by subtraction of two readings.

This characteristic is essential in time metrology, geophysics, physics, financial port-
folio management, space navigation, etc. As an easy example, consider the age in days
on an individual or of any operation on a bank account. The calculation in not difficult,
but intricate and prone to be erroneous, with months of 28, 29, 30, 31 days and leap
years. The current civil calendar is indeed not a uniform scale.

To cope with these difficulties, astronomers, geophysicists, space navigators, bankers,
supermarkets, managers, etc., are using other calendars based on a decimal count of
days, introduced(?) in 1624 by an Italian physician, Giulio Cesare Scaligero, and called
calendars in “Julian days”.

Two of those calendars are in current use:

— Julian days (JD), with origin(1?) at noon of the day 1st January 4713 before Christ,

— Modified Julian day (MJD) with a more convenient origin, moved to a day in the
XIX century, to avoid the use of large figures.

To convert one date in JD, to a date in MJD, it is sufficient to subtract the fixed
number 2400000.5, the days elapsed between the two conventional origins; following this
rule, the beginning of a day is moved to midnight(*!). MJD is currently used in Time
Metrology, Geodesy. Geophysics, Space navigation, etc.

() For details see any reference text in time and frequency, as those listed in the bibliography
(°) Julius Caesar Scaligerus, De emendatione temporum, Geneva, 1634.

(10) The choice of this remote origin was cleverly made by Scaligero, taking into account four
different timing systems used in the past, such as the Methon cycle (the periodicity of lunar
eclipses), the Olympiads cycle, the “roman indiction”, i.e. the time intervals after which the
tributes were revised, in the Roman Kingdom, Republic and Empire, for a time span of seven
centuries, and the date of Easter.

(*Y) To the day 11 January 2007 there corresponds the day 54111MJD.
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One of the components forming the Julian calendar, the “indizione romana”(*?), a
period of 15 years, designed for the real estate taxation, was used for near fifteen centuries
and is unique in providing, with some additional information an accurate dating of events
in the time span from the III century after Christ to the XVIII century.

3'3. Perennity. — The definition of the unit and consequently of the standard should
be perennial; the definition or the device should be stable, well preserved, and carefully
used(!?); see in this book the chapters devoted to the mass metrology.

One must be aware that in some cases, such as the mass, the prototype is
unique(!4),(1®). An international Committee, the CIPM, (Comité International Poids
et Mésures) formed by 18 members, checks once per year how the prototype is conserved
at the BIPM, the Bureau International Poids et Mesures. For the organisation of these
Bureau and Committee, see the chapters prepared by A. Wallard in this volume.

When perennity is not granted, special cares must be devised to assure the continuity
of the dimension (the numerical value) of the standard.

A special case is provided by the construction of the Atomic Time scale TAI—Temps
Atomique Internationale.

TAI stems by an atomic treatment and dedicated algorithms of the readings of atomic
clocks, kept in different laboratories. An atomic clock is a manmade device and can
indeed stop or become subject to any calamity. Some news concerning the reliability
of atomic clocks used for the formation of the International Time Scale, TAI can be
found in the pubblications of the International Telecomunications Union, quoted in the
bibliography. By the way, the parameter called Medium Time Between Failures, can
reach 25000 hours of continuous service for the atomic clocks used for the formation of
TAT and 150000 hours for a piezoelectric clock.

Consequently some redundancy is needed and very accurate means must be available
to transfer time between remote laboratories. The reader interested in these topics, is
referred to the chapter by F. Arias in this volume.

3'4. Accuracy, precision, stability, independence from influence quantities. — The
quoted four characteristics, are just various aspects of the “quality” of a standard.

One initial and important remark: the accuracy of a (written) definition is infinite;
one can start to consider the other components —the accuracy of a physical standard

(*2) For the period of one “indizione”, the cadastal taxes were not revised. This computing was
characteristic of the Roman Empire, bur survived, at least in the notary activities until the
Napoleonic period, and in the Roman church calendar also today.

(13) The prototype of the kilogram is touched, with a number of precautions, by a human hand,
every 40 years, or so.

(**) In the crime stories or in the fiction novels, a number of entries are dealing with the unique
prototype lost, stolen or subject to a ransom. Some unchecked, but circulating stories, regards
possible events or adventures of the prototype during the past World War Two.

(*®) This information is based on the present definition of the mass unit; a new definition is
underway, as presented elsewhere in this volume.
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TABLE L. — Trends of the frequency and timing accuracies and their applications. ARGOS: Conic
localization System. (From orbiting satellites in polar orbit.) OMEGA: VLF Hyperbolic Navi-
gation system on miriametric waves (VLF- 3-30 KHz). LORAN: LOng RANge Navigator, LF
Hyperbolic navigation, in LF band 30-300 kHz. Early LORAN A, accuracy: 1077-1078, the most
accurate is LORAN-C: 1071110722, GPS: Global Positioning System — GLONASS Global Nav-
igation Satellite System. VLBI: Very Large Base Interferometry, stability 10713/h0ur. TRAN-
SIT - TSIKADA: satellite-based hyperbolic navigation Systems, as ARGOS. Disciplined quartz,
a piezoelectric frequency standard in which the ageing is removed, using an external reference.
For details, see again the pubblications of the International Telecomunications Union, quoted in
the bibliography.

Years Applications Accuracy or Frequencies Standards
ageing

1940  Carrier of HF transmitters- radars LORAN A 1075-10"% Quartz crystals

1950 Radars — VLBI - DECCA 107%-10"7 Quartz crystals

1960 LORAN C — radar (interplanetary) 1077-10"® Caesium frequency

1970 OMEGA VLBI 1071°-10"*" Maser H for VLBI

1980  Carriers of some TV transmitters early digital 107° Atomic or disciplined
communications quartz

1990  Conic and Hyperbolic satellite navigation 107°-107%° Disciplined quartz or
(TRANSIT - TSIKADA — ARGOS) 107  atomic- rubidium

2000 Circular Satellite navigation (GPS), fundamental 10~*?-10"* Atomic standards
metrology, relativity corrections

included— when the definition is transformed in a physical device to be really used in a
laboratory, subject to given environmental conditions and to perform a given task. What
remains is to express a judgement on the discrepancy between the ideal definition (no
error) and the physical realization of that standard.

This discrepancy is conveniently expressed in relative (or fractional) terms; also the
sensitivity to any quantity of influence is expressed in relative terms, for instance the fre-
quency sensitivity of a frequency standard to ambient temperature is given as Af/f/°C.
Same notation is used for the term stability, that is usually ambiguous, if it is not pro-
vided with the statement of the physical quantity concerned.

The statement of the discrepancy between a written definition and its embodiment
is a difficult and demanding task, in particular when the aim is to construct a primary
standard: there exists no “super-primary” standard to be used as reference and in prin-
ciple all the realizations of a definition, have the same dignity. This particular case is to
be left to the intellectual honesty of the scientist-experimenter.
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The needed accuracy or uncertainty(1%) to be reached depends on the applications and
the status of technology; table I gives an idea of the trend for the frequency and timing
accuracies in the period 1940-2000, along some typical applications. In some cases, in
lieu of the timing requirements in absolute units, it is given the frequency accuracy or
the stability of the clock needed. It is customary to call as ageing, the daily frequency
stability versus time, given as Af/f/d,

All the figures presented in table I, can be discussed and a justification can be found
in the given reference, but the attention of the reader is called to three facts:

— in one metrology, that of frequency and time, in about half a century the require-
ments as regards frequency accuracy or stability augmented of about one order of
magnitude every ten years;

— this trend is observed in frequency standard and in the accompanying instrumen-
tation and comparison and transmission methods;

— any progress in this metrology is immediately giving place to more demanding
applications.

Concerning finally the present situation of the atomic frequency standards and their
more scientific application, i.e. the construction of the international Atomic Time scale
TAI, the reader is referred to the chapters prepared respectively by Bauch and Arias and
appearing elsewhere in this book.

The last remark to be presented regards “the quality” of the “written” definition of
a fundamental standard.

This definition should present two characteristics:

— to be well free from ambiguities but as simple as possible,

— to be “wide” enough, without unduly specifications, in order to leave free space to
the ingenuity of the researchers that must not be bounded to any existing technol-
ogy, valid at the moment of writing the definition, but not necessarily permanent
in the future.

The present definition of the SI second, approaches these two requirements in the
sense that it was written about half a century ago, and, as it was seen in the table, the
accuracy of the devices embodying the definition, from about 1079 of the Essen caesium
beam standard of June 1955, is reaching 1076 in 2005 and was apt to take substantial
advantages from scientific discoveries, such the “cold” atoms, hidden in the future at the
moment in which the definition was drafted. In other terms, the definition was such to
permit, using the same concepts and the same words, an improvement by seven orders
of magnitude.

(*®) For the meanings of these terms, see the contributions by W. Bich in this volume.
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It is somehow ironic that the “fountain” of caesium atoms, now constructing the
second SI, was proposed and tested by Zacharias half a century ago: in between four
gentlemen were awarded with the Nobel Prize and astonishing improvement in electronics
and experimental Physics such as laser cooling and trapping, had to be developed. The
reader interested in the history of the progress of the caesium beam standard, can find
all the facts on the June 2005 issue of Metrologies, edited by Terry Quinn FRS, the past
BIPM Director.

* ok ok

It is indeed a pleasant duty for the author to recognise the advice and help offered by
Dr. MARIA LuiSA RASTELLO, the Scientific Secretary for this Varenna School “Recent
Advances in Metrology and Fundamental Constants”.
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Physical quantities

T. QUINN

Bureau International des Poids et Mesures, Pavillon de Breteuil, F-92312 Sevres Cedex, France

1. — Introduction

The International System of Units (SI) is the universal language of science. It allows
measurement results and predictions of theories to be compared worldwide and over
different epochs. It also allows international trade to be carried out with goods and
services being measured on a common basis. The SI was formally established only in
1960 but it was the culmination of nearly one hundred years of discussion on how best to
build a system of units suitable for all areas of science and everyday life. Underlying all
the discussions on units there was at the same time a parallel discussion on the meaning
of and the best way to treat the concept of physical quantity. While this is the main topic
of these lectures, it is impossible to treat physical quantities without at least mentioning
the units in which they are measured, but no systematic account is given here of the SI.

In one sense, the details of the meaning and the correct use of quantities and units in
science are comparable to the details of the grammar and usage in a language. For those
whose mother tongue it is, correct grammatical use is absorbed from parents, friends and
relations while very young and it is tempting to say that this is sufficient. Indeed, in
some countries the teaching of grammar in schools has almost disappeared following the
doctrine that the language is what people speak and it should not be constrained. While
this is not the occasion to go into this, the result is a significant loss in the precision of
meaning and in clarity of expression in human discourse. In science, lack of precision
in meaning and in clarity of expression is not acceptable. As is the case for a language,
however, many of the basic concepts of quantities and units and how they are used come
very early in life and become part of the body of scientific knowledge that we all absorb.
Nevertheless, great efforts are now made to draw up clear rules for the definitions and
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use of quantities, units and their symbols to promote precision and clarity in scientific
discourse.

In these lectures entitled “Physical quantities”, I shall begin with a brief outline of the
history of ideas concerning physical quantities and then present the current understanding
and usage and indicate the essential sources of up-to-date information. Although physical
quantities and units are often written and talked about and handbooks and websites pro-
duced, there are relatively few, what I would call, modern authoritative sources in the En-
glish language where the subject is treated in depth. Among these I would include Units
and Dimensions by E. A. Guggenheim, 1942 [1]; On the History of Quantity Calculus and
the International System by J. de Boer, 1995 [2] and Physical Quantities and Units by 1.
Mills, 2000 [3]. The last of these is closely modelled on, but bringing up to date, the article
by Guggenheim and was the basis of the lectures given by I. Mills at the previous Varenna
Metrology Summer School. The present text draws heavily on the articles by J. de Boer
and I. Mills both of whom presented very clear expositions of the subject. Pertinent
texts also are the IUPAC Green Book Quantities Units and Symbols in Physical Chem-
istry, 2nd edition, 1993 [4], the ISO Standards Handbook Quantities and Units, 1993 [5],
and the International Vocabulary of General and Basic Terms in Metrology, 3rd edition,
2006 [6] (in press at the time of writing these lectures). In the particular context of the
Varenna Summer School, I refer also to the two lectures on recent developments in the SI,
the first given by me at the 2000 School and the second given here by Andrew Wallard.

As regards formal texts published by official bodies, the ST Brochure 7] published by
the BIPM is the official ST handbook and gives a complete description of the International
System of Units and is now in its 8th, 2006, edition.

In these lectures, the names of a number of international organizations and their
specialized committees are mentioned, principal among these are the following:

The International Bureau of Weights and Measures, BIPM. The BIPM was created
by the Metre Convention, in 1875. It operates under the supervision of the International
Committee for Weights and Measures CIPM, which itself comes under the authority of the
General Conference on Weights and Measures, CGPM, consisting of delegations from the
Governments of the Member states of the Convention. The CIPM has created a number,
at present ten, of Consultative Committees to advise it on matters related to metrology.
The Consultative Committee for Units, CCU, is responsible for drawing up the text
of the SI Brochure. The ensemble of the these bodies make up the Intergovernmental
Organization of the Metre Convention.

The International Organization for Standardization ISO and the International Elec-
trotechnical Commission IEC. These are the two international (non-governmental) or-
ganizations responsible for drawing up international standards (specifications, norms in
French). Of particular interest in the present context are the ISO and IEC Technical
Committees ISO/TC12 and IEC/TC 25 which are responsible for ISO/IEC Standard
31 on quantities and units. This standard is shortly to be superseded by a new joint
standard ISO/IEC 80000, Quantities and Units. Both ISO and IEC are much involved
with terminology and also with standards and guides on the expression of uncertainties
and with statistics (see the JCGM below).
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The International Organization for Legal metrology OIML is the other intergovern-
mental body whose principal task is related to metrology. It was created in 1955 and
is concerned with international specifications concerning measuring instruments used in
those areas of metrology subject to legal requirements.

The Joint Committee for Guides on Metrology JCGM is an ad hoc group of orga-
nizations that have agreed to cooperate in drawing up international documents related
to metrology. It is made up of the three organizations mentioned above plus the Inter-
national Laboratory Accreditation cooperation, ILAC; the International Federation for
Clinical Chemistry and Laboratory Medicine, IFCC; the International Union of Pure and
Applied Physics, IUPAP and the International Union for Pure and Applied Chemistry,
IUPAC. The two publications of the JCGM at present are the International Vocabulary
of Basic and General Terms in Metrology, the VIM and the Guide to the Expression of
Uncertainty in Measurement, the GUM.

2. — History

Mathematics and the manipulation of numbers goes back to the time of the Babyloni-
ans but it was not until the third century AD that the Greek mathematician Diophantus
of Alexandria first made use of written symbols to represent unknown numbers. In the
9th century, the systematic use of symbols, as opposed to the numbers, is due to the
Arab mathematician Al-Khwarizimi who also demonstrated the solutions for a number
of different types of quadratic equation. As is well known, the word algebra came from
the title of his famous book. Much later, Francois Viéte in the 16th century and René
Descartes in the 17th century made important advances in the use of symbols in alge-
bra. None if this, however, was related to the symbolic use of what we would call today
physical quantities, indeed the term concept of physical quantity itself did not appear
until late in the 19th century at the hand of James Clerk Maxwell.

Notwithstanding Newton’s magnum opus Philosophiae Naturalis Principia Mathe-
matica (Mathematical Principles of Natural Philosophy), the mathematization of the
physical sciences really got underway at the beginning of the 19th century. Progressively
during this century a number of important advances in mathematics were made with
respect to the application of algebraic operations to objects other than pure numbers.
The interpretation of the operations of addition and multiplication was generalized and
applied to entirely different objects. De Moivre and Euler and later Gauss in 1831 and
the Irish mathematician Hamilton in 1833 applied addition and multiplication to com-
plex numbers. Then followed their application by Cayley and Sylvester to matrices and
then to linear substitutions and permutations by Abel, Galois and Cauchy in the 1840s.
This led to the calculus of abstract groups where multiplication and division were ap-
plied to elements of a group thus giving these operations a new interpretation. In 1850,
Boole extended the use of elementary mathematics to the theory of logic by applying
the addition and multiplication operations to classes or sets and to logical propositions.
This was the start of mathematical logic and later to the theory of sets by Cantor and
Schroeder at the end of the century.
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The modern term “quantity calculus” refers to the application of mathematical op-
erations to symbols representing physical quantities. As has been remarked by Mills,
however, the term “algebra of quantities” or “quantity algebra” would in fact better
describe what is actually done, but it is too late to change the term now. The start-
ing point for any discussion on the meaning of quantity calculus is the meaning of the
term physical quantity itself. In the past much has been written about this and it goes
to the very heart of the epistemology, i.e., our basic theory of knowledge, of physics.
Maxwell introduced the concept of physical quantity in his 1873 Treatise on Electricity
and Magnetism [8] in the following terms:

“Fvery expression of a quantity consists of two factors or components. One of these
s the name of a certain known quantity of the same kind as the quantity to be expressed,
which is taken as a standard of reference. The other component is the number of times
the standard is to be taken in order to make up the required quantity.

The standard quantity is technically called the Unit and the number is the Numerical
Value of the quantity.”

Thus

physical quantity = numerical value x unit,

which is expressed symbolically as

(1) Q={Q}-[Q)

Note that in writing symbols for physical quantities italic characters are used.

Maxwell clearly states that the unit is also a quantity and he uses the descriptive
term “a quantity of the same kind as the quantity to be expressed”. It is this that allows
the comparison in a quantitative way of other quantities of the same kind and makes the
measurement of physical quantities possible. We come back later to the meaning of the
term quantity of the same kind. The unit is seen as a reference or a standard and can
be interpreted as a material object using the word standard, in the French sense etalon.
Maxwell does not attempt to define his concept physical quantity other than by giving a
description of how it is used. This is consistent with the modern view that the concept
of a physical quantity is a basic concept, sometimes termed a “primitive”, which cannot
be defined in terms of something else but the use of which is explained by the rules of
quantity calculus.

The great advantage of expressing the results of physics in terms of physical quan-
tities is that it gives a representation that does not depend upon the choice of units.
If a particular length L is expressed in two different units [L])’ and [L]” by the two ex-
pressions L = {L} - [L]) and L = {L}" - [L]”, the numerical values satisfy the “inverse
proportionality rule”

(2) {LY ALY = [LY /L],

but the physical quantity L is itself invariant. This is the essential reason why the use of
physical quantities and not numerical values is to be preferred in theoretical description of
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physical phenomena. Using physical quantities gives a representation which is invariant
with respect to the choice of units.

In 1887, Helmholtz [9] published the results of an investigation into the meaning of the
elementary operations of the mathematical formalism of physics. He had been greatly
inspired by the earlier mathematical investigations of H. Grassmann (1861) on math-
ematical operations with various objects in geometry. Helmholtz identified Maxwell’s
concept “numerical value of a physical quantity” as “a concrete number” in German
“benannte Zahl”. He wrote: Objects or attributes of objects, which —compared with oth-
ers of the same kind— permit the distinctions “larger”, “equal” or “smaller” are called
quantities. If these can be expressed by a concrete number then we call this the “value
of the quantity”. Multiplication of quantities with numbers and addition of quantities of
the same kind were related to and largely explained on the basis of physical combination
or concatenation of physical objects corresponding to quantities of the same kind. Thus
for Helmholtz the possibility of direct empirical measurement was considered to be an
essential property of a physical property. Helmholtz and the mathematician Holder [10]
are usually seen as initiators of the axiomatic treatment of what is often called the the-
ory of measurement. In the development of quantity calculus, German physicists and
mathematicians have played an important part and I mention in this respect particu-
larly two books, the first by J. Wollot, Griossengleichungen, Finheiten und Dimensionen
(1957) [11] and U. Stille, Messen und Rechnen in de Physik (1955) [12]. Unfortunately
neither have ever been translated into English.

Maxwell’s generalization of the application of the usual mathematical operations to
such objects as physical quantities was new and was by no means accepted by all scientists
at the time —or even later. Many took the view that the only part of the value of a
physical quantity that it made any sense to operate on as a mathematical quantity was
the numerical value part. One of the strong proponents of Maxwell’s ideas, however,
was the English mathematician Alfred Lodge who wrote in 1888 [13] “The equations in
mechanics and physics express relations between quantities and are independent of the
mode of measurement of such quantities, much the same as one can say that two lengths
are equal without enquiring whether these are going to be measured in feet or metres.” He
was very active in promoting the use of physical quantities as opposed to numerical values
and, in engineering, quantity calculus rapidly became used and known under the name of
the Stroud system. The advance of quantity calculus in physics did not, however, advance
rapidly and during the first quarter of the twentieth century some important physicists
and philosophers were strongly against it. Notable among these were N. Campbell in
his book Physics: The Elements (1920) [14] and Bridgman in his book Dimensional
Analysis 1922 [15]. They both expressed opposition to the interpretation of the symbols
of mathematical physics other than just as numbers or numerical values. Bridgman in
considering unit conversion admits, however, to the tacit requirement of the validity of
the inverse proportionality rule for concrete units. He considered the common notation

(3) 88 ft/s = 88 x (1/5280) mile/(1/3600) h = 60 mile/hour
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as a kind of shorthand and wrote “In treating the dimensional formula in this way we have
endowed it with a certain substantiality, substituting for the dimensional symbol of the
fundamental unit the name of the concrete unit employed and then replacing this concrete
unit by another to which it is physically equivalent (e.g., 1ft = (1/5280) mile). That is
we have treated the dimensional formula as if it expressed operations actually performed
on physical entities, as if we took a certain number of feet and divided them by a certain
numbers of seconds. Of course we actually do nothing of the sort. It is meaningless
to talk of dividing a length by a time: what we actually do is to operate with numbers
which are the measures of these quantities.” He then continues “We may however use the
shorthand method of statement if we like with great advantage in treating problems of this
sort but we must not think we are actually operating with physical things in other than
a symbolic way” but this of course opened the way to the development of the calculus
with these symbolic quantities. The crucial step was to accept this “shorthand” notation,
regardless of one’s philosophical hesitations as to its meaning, as a valid symbolic notation
for expressing quantities in terms of units in the physical sciences and to develop rules for
the algebraic use in the formalism of theoretical physics. The subject was then further
advanced and formalized by Guggenheim [1] and Wallot [11].

From the end of the nineteenth century right up until the adoption of the SI by
the 10th CGPM in 1960, the question of the definition of electrical quantities and how
best to measure them from both the theoretical and practical points of view were much
debated. Already in 1863 Maxwell said “the phenomena by which electricity is known
to us are mechanical in origin and therefore they must be measured by mechanical units
or standards.” The problem was to find appropriate electrical quantities and relate
them to mechanical quantities in a convenient way. I present a brief outline of the
development of ideas on electrical measurements in these lectures without attempting to
give an exhaustive account since this would take up too much time.

While it was formally stated by Maxwell that a unit is no more than a particular
example of a quantity of the same kind as the one to be expressed, the development of
ideas and the practice related to units followed a path rather separate from that of con-
cepts related to physical quantities. This was because the establishment of appropriate
units for human activities long predated any ideas on the meaning of the concepts of
physical quantity and was in fact for most of human history a mundane practical matter.
Indeed, even today, very little of the activities of the national metrology institutes are
related to the formal algebraic structure of quantity calculus, instead, it concerns the
practical establishment of units and their dissemination whether they be related to mass
standards or the quantum-Hall effect.

The most recent formal discussion of quantity calculus that I am aware of is in the
article already cited by J. de Boer in 1995. In this he lays out a sketch of the formal
algebraic structure of quantity calculus in terms of group and set theory.

One final point in the history of the subject concerns nomenclature and vocabulary.
Since 1984 there has existed an International Vocabulary of Basic and General Terms in
Metrology, universally known as the VIM [3]. This was originally drawn up jointly by
the four international organizations having a particular interest in metrology, namely the
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BIPM, the OIML, the ISO and the IEC that created the JCGM (see above). The third
edition is now in press and it differs significantly from the first two in that the formalism
of international standards on systems of nomenclature and vocabulary are much more
evident. I shall say a few words about the new edition of the VIM and draw to your
attention the main points related to the modern ideas concerning the vocabulary to be
used in discussing quantities and units.

3. — Quantities and quantity equations

3'1. Definitions of quantities. — The mathematical description of the natural world is
in terms of equations between symbols representing physical quantities. Although much
debated in the past, this understanding of the equations of physics is now accepted by
the great majority of scientists. The term “physical quantity” is intended to include
quantities in all areas of science. The present definition of physical quantity from the
VIM is the following: a property of a phenomenon, body or substance, to which a number
can be assigned with respect to a reference. This is perfectly consistent, of course, with
the relation @ = {Q} - [Q)].

A distinction exists between what are called quantities in a general sense, such as
mass, length and time, and quantities in a particular sense such as the mass of this piece
of brass, the length of this table or the time taken to fly from Paris to Turin. While
in a formal sense this is an important distinction, and is strongly reflected in the new
edition of the VIM, in practice it is so obvious that it is not necessary to be explicit. For
example, we can write the relation between force, F', mass, m, and acceleration, a, as

(4) F=m-a

without necessarily having to state explicitly that the force F' is the force that is applied
to this particular mass m and that the acceleration a is the acceleration of this same
mass. It would be a perverse interpretation of the equation to understand it to mean
that the acceleration a was not that of the mass m that was subject to the force F! In
order to make the meaning explicit, however, we would have to write

(5) Fy=mj-aj,

where F} is the force applied to a mass m; leading to an acceleration a; of that same
mass. In general, therefore, the equations of physics are equations between particular
quantities although this has rarely to be stated explicitly. Particular quantities are also
referred to as instances of quantities in the general sense.

By convention, a set of quantities has been chosen that are known as base quantities,
these are shown below in table I.

Derived quantities are all other quantities that are expressed as products of powers of
the base quantities. The set of derived quantities can be extended without limit. Base
quantities are conventionally considered to be mutually independent, since one base
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TABLE 1. — Base quantities, their dimensions and units in the International System.

Base quantity Symbol Dimension Base unit Symbol
length l, x L metre m
mass m M kilogram kg
time t T second S
electric current 1 | ampere A
thermodynamic temperature T © kelvin K
amount of substance n N mole mol
luminous intensity I, J candela cd

quantity cannot be expressed by a product of the powers of the other base quantities.
Each base quantity also has, by convention, its own independent dimension, shown also
in table I. The dimension of a derived quantity, dim ) is given in terms of the dimensions
of the base quantities by the product

(6) dim Q = L*MPTYI°0°N¢J7

where the exponents, indicated by Greek letters, are generally small integers which may
be positive, negative or zero and are known as the dimensional exponents. Table II gives
some examples.

One can check the dimensional consistency of a quantity equation by verifying that
both sides have the same dimension.

There are some derived quantities for which the defining equation is such that all
the dimensional exponents in the expression for the dimension are zero. This is true in
particular for any quantity which is defined as the ratio of two quantities of the same
kind. Such quantities are described as being dimensionless or of dimension one.

TABLE II. — Some examples of derived quantities and their dimensions.

Quantity Dimension
velocity LT-L

angular velocity T

force LMT 2
energy L2MT—2
entropy L2MT 201
electrical potential L2MT 32
permittivity L=3M~1T4-2
magnetic flux L2MT 211
illuminance L—2J

molar entropy L2ZMT 20~ IN-?

relative density 1
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3'2. Quantities of the same kind. — Quantities in a general sense are also known as
“kinds of quantity”. Thus quantities of the same kind, which are the only ones that can
be added and subtracted, are instances of the same “quantities in a general sense” or
instances of the same “kinds of quantity”. Quantities of the same kind have the same
dimension but quantities having the same dimension are not necessarily of the same kind.
Quantities of the same kind have the same units but the converse does not necessarily
apply. For example, moment of force and energy have the same dimension, namely
L?MT~? and the same SI unit but are not regarded as quantities of the same kind, i.e.,
it makes no physical sense to add a moment of force to an energy. All energies, however,
such as heat, kinetic energy and potential energy, are considered quantities of the same
kind and have the same dimension. It is worth pointing out here that because different
quantities can have the same unit, even quantities not of the same kind, one should avoid
trying to identify a quantity by its unit. One might ask: how does one decide whether
or not two quantities are quantities of the same kind? There is no recipe for this, since
it is a matter of understanding the physical significance of the quantities in question.

Physical quantities of all kinds can, on the other hand, be multiplied and divided
according to the equations of physics. Despite whatever philosophical hesitations that
may still exist, we all take it as understood that it makes perfect sense to divide a length
by a time to give a new quantity known as a velocity.

One can define new quantities suitable for the application in hand. For example, one
can define the distance between Varenna and Turin via Milan as D(TM) and use as
the unit the kilometre. One can also define a new quantity D(T'R) as the distance from
Varenna to Turin via Rome and also use the same unit since D(TM) and D(TR) are
quantities of the same kind. Another example is to be found in the case of temperature.
The fundamental physical quantity is the thermodynamic temperature symbol 7" whose
unit is the kelvin symbol K. We have also defined another quantity known as International
Practical Temperature symbol Tyg. This is defined by the International Temperature
Scale of 1990, ITS-90. Since T and Ty are quantities of the same kind, we are entitled
to specify that the unit of Ty, is also the kelvin. It follows that, because these two
temperatures are quantities of the same kind, they can be added and subtracted and
thus it makes sense to write, for example, that at about 20°C, T — Tyg = 5mK. If
the quantities T and Tyy were not of the same kind, we would not be able to write
down an expression giving the difference between a thermodynamic temperature and an
International Practical Temperature.

There exists a distinction between those quantities whose magnitudes are additive for
subsystems, which are known as extensive quantities and those that are not and which
are known as intensive quantities. Examples of extensive quantities are length, mass
and electric current and examples of intensive quantities are pressure, temperature and
chemical potential (partial molar Gibbs energy).

All of this is part of the formal grammar of quantity calculus. Much of it is so obvious

that it can seem trivial when stated explicitly but it underlies all of our mathematical
representation of the natural world.
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3'3. Quantity equations and numerical value equations. — There exists an important
distinction between quantity equations and numerical value equations due to the fact
that the first is independent of the units use and the second is not. For example, the
quantity equation for the velocity, v, of an object in uniform motion is

(7) ’U:l/t,

where [ is the distance travelled in a time ¢. This equation remains, of course, valid for
any system of units. If, however, we wish to have the velocity expressed in kilometres
per hour when we express the distance travelled in metres and the time in seconds we
can construct a numerical value equation that will do this for us. We write

(8) {vham/m = 3.6{}m - {t}s,

where the subscripts represent the units of the particular numerical value in the curly
brackets. If we remove the subscripts we have

(9) {v} =3.6{1}-{t},

which is a perfectly correct numerical value equation but valid only for the particular
units kilometres per hour, metres and seconds for the quantities velocity, distance and
time, respectively. There used to exist many physics texts where the equations were all
numerical-value equations and this has rendered them much more difficult to use when,
for example, we wish to convert the equations which may originally have been drawn up
in imperial units or c.g.s. units, into SI.

4. — The equations of physics, definitional constants
Equations between quantities that represent the physical world often contain numeri-
cal factors, these are known as definitional constants. For example, the area A is related
to the length [ and height h by the equation
(10) A =hl.
The area of a triangle of base length [ and height A is
(11) A=1/2hl.
And the area of an ellipse whose major axis has length [ and minor axis h is

(12) A= (r/4)hl.

The numerical factors are all known as definitional constants because they define the
quantity being represented by the equation. The quantity is area and it must be the same
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quantity in all three equations, i.e., the three equations must be consistent. However, we
have the choice to define these quantities in different ways, for example we could decide
that the definitional constant in the last of these equations should be 1 instead of (7/4),
but by doing so we would be required to include a factor (w/4) in the first two. If we did
not do this, any calculation in which we try and find the relative masses of rectangular,
triangular and elliptic sheets of steel would not work out. In other words, the definitional
constants are necessary in order to make the equations for the areas of different shapes
physically self-consistent.
A more instructive example is the numerical factor of 1/2 in the equation

(13) T = (1/2) mv?,

relating kinetic energy 7' to mass m and velocity v. Remember here, the previous discus-
sion about quantities in the general sense and quantities in the particular sense. Strictly,
we should write this equation as T; = 1/2m;v;? and state that we are referring to a
particular body or particle designated by the subscript j. But in the ordinary course of
physical discussion this is not necessary and could even obscure the essential point being
made. This equation is related to that expressing the change in potential energy U as
the product of a force F' acting over a distance x:

(14) U= —/Fdx.

It would in principle be possible to re-define energy so that the numerical factor in
eq. (13) became 1, but then the factor 2 would appear in (14), so that the two formulae
would take the form 7" = mv? and U’ = — [2F dz. A prime is added to the symbols
for kinetic and potential energy here in order to emphasize that they are not the same
quantities that appear on the left of (13) and (14), because we have defined energy in
a different way, so that 7" = 2T and U’ = 2U. Changing the value of a definitional
constant in any equation corresponds to changing the definition of one of the quantities
in the equation, and to avoid confusion we should always then adopt a new symbol for
the re-defined quantity.

As a third example of a definitional constant we may consider the commutator of the
operators for coordinate ¢ and momentum p in quantum mechanics, given by the relation

(15) qp — pq = ih/2m,

where h is the Planck constant. The factor 1/27 in this equation may be regarded as a
definitional constant. Dirac chose to re-define the constant A in this equation so that the
definitional constant became 1, by writing (15) in the form

(16) qp — pq = ih,
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where it is clear that i = h/2w. In this case both of the expressions (15) and (16) are in
common use today, but there is no confusion because the different symbols h and & are
used for the two forms of the Planck constant. The change in the definitional constant be-
tween (15) and (16) is sometimes called rationalization. A further example of rationaliza-
tion occurs in the equations of electromagnetic theory, as we shall discuss below in sect. 5.

The equations of physics play a key role in defining the quantities that we use, and
hence in defining units. These equations are for the most part well established today, so
that definitional constants such as the factor 1/2 in (13) are taken for granted, and we
never even think of defining things another way.

5. — The problem of electrical quantities and units

Electrical and magnetic phenomena have long been known. There is article in the
Philosophical Transactions of the Royal Society in 1776, on the electrical phenomena
associated with electric eels. The first serious attempt to quantify magnetic and electrical
effects was, however, that of Gauss in 1832. He devised an absolute system of units based
on the millimeter, milligram and second for the measurement of magnetic phenomena.
He was followed by Weber who extended Gauss’ system to other electrical measurements.
It was found that magnetic and electrical phenomena could be described by two mutually
incompatible systems of quantities and units depending upon whether one began with
the inverse square law of force between two magnetic poles or from that between two
electrical charges. For each of these two systems of equations Weber in 1851 defined
a coherent absolute system unit system based on the centimetre, gram and second as
fundamental mechanical units. These became known as the c.g.s. electromagnetic and
c.g.s. electrostatic systems. Weber carried out experiments to realize the electromagnetic
unit of electric resistance which, in terms of the fundamental mechanical units was found
to have to be equivalent to one centimetre per second. In the 1850s William Thompson,
later Lord Kelvin, used a similar system but based upon the then British units. At about
this time the British Association for the Advancement of Science (BAAS) began to be
interested in electrical units. A Standards Committee was created and in 1863 adopted
the first among what came to be an important series of decisions concerning electrical
quantities and units. It concerned the method devised by William Thompson for realizing
the absolute unit of electrical resistance. The BAAS went on to recommend practical
units that were more appropriate for electrical engineering; it had been found that the
c.g.s. electromagnetic units for voltage and resistance were many orders of magnitude
smaller than what in practice was required. The BAAS practical units for resistance and
voltage were made to be 10° and 108 times larger than the corresponding electromagnetic
units. The importance of reaching world-wide agreement on units for electromagnetic
measurements led to the first International Congress of Electricians which was held in
Paris in 1881. This was the forerunner of a series of such Congresses that resulted in the
creation, in St. Louis, USA, in 1904, of the International Electrotechnical Commission.

The BAAS practical units were approved by the 1881 Congress and later at the
Congress held in Chicago in 1893, were formally adopted. Although these units were in
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principle related to the c.g.s. absolute units by exact factors of ten, as time went on the
material realizations of these units, namely the column of mercury for the ohm and the
Westin Cell for the volt became the de facto world standards for electrical units, they be-
came known as the International Units. This was not considered a satisfactory situation.
At the beginning of the 20th century a fundamental change in thinking was proposed by
the Italian scientist and engineer, Giovanni Giorgi. He realized that many of the difficul-
ties of the c.g.s. system when applied to electrical measurements would be resolved if a
fourth fundamental unit of an electrical nature were to be added. The electrical quantities
would then no longer be defined solely in terms of mechanical units as Maxwell had said.
Instead, and this is the crucial innovation, in the force law of magnetic interaction there
would be a constant of proportionality known as the vacuum permeability. With Giorgi’s
choice of mechanical units being the kilogram, metre and second (the MKS system) with
the fourth unit the ampere, the constant of proportionality would be 10~7 MKS units of
force per ampere. This was not all, the addition of the fourth electrical unit did away with
another of the consequences of the c.g.s. electrical units, namely fractional exponents
in expressions for certain quantities. For example, electric current was cm'/2 g!/2s~1
and the unit for electrical resistance was the cm/s. All of this seen with hindsight is an
indication that three fundamental units were not sufficient and that a fourth was needed.

Another change in electrical quantities and units that took place during the first
half of the twentieth century was the so-called rationalization. It had been remarked
by Oliver Heaviside in the 1880s that electrical science was full of factors of 47 that
seemed to appear at random in equations. He proposed to begin by including a factor
of 1/4m in the basic expression of Coulomb’s law. The problem arises of course when
moving between systems with spherical symmetry and planar symmetry, both of which
are needed at various times. Giorgi also took this up and by the time the future SI system
had taken shape in the 1930s there was general agreement that Giorgi’s proposal for what
became known as rationalization of electrical quantities should take place. The SI is a
system of units based on rationalized system of quantities and quantity equations. The
comparison between the units of the four-dimensional rationalized SI and those of the
three-dimensional non-rationalized c.g.s. is not simple. The basis of any comparison must
be the comparison of the quantities in the two systems because these are different. In
principle the comparison can be made by comparing the corresponding quantity equations
in the two systems. For example, the basic equations for the force between two parallel
straight conductors in the two systems are

(17) F/L = pyIl')27r
and
(18) F/L=21,I',/r

for the four-dimensional and three-dimensional systems, respectively. From this we see
that

(19) I = /(o /4m) - 1.
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From this, together with the relation that g - p1o - ¢ = 1, the relations between other
corresponding quantities can be derived. Because in practice this is not a straightforward
operation, I refer, for a more detailed explanation, to the Varenna lectures of I. Mills in
2000 [3].

6. — The International System of Units, the SI, a coherent system of units

Although these lectures are mainly concerned with physical quantities, the intimate
link that exists between quantities and units calls for a short digression on the SI. The
formal description of the SI is to be found in the SI Brochure A shortened pocket version
is also now widely available so I do not need to elaborate on the details of the structure
of the SI as an outline has been given by A. Wallard in one of the preceding lectures at
this School. There are, however, a number of points that it is useful to highlight in the
context of our discussion on physical quantities.

In the same way that derived quantities are defined as the products of the powers
of the base quantities, derived units of the SI are defined as products of the powers of
the base units of the SI. When the product of the powers includes no numerical factors
other than the number one, the derived units are called coherent units. The base and
derived units of the SI form a coherent set known as the coherent SI units. The word
coherent is used in the following sense: when coherent units are used, equations between
numerical values of quantities take exactly the same form as the equations between the
quantities themselves. Thus, if only coherent units are used, conversion factors between
units are never required. The expression for the coherent unit of a derived quantity
may be obtained from the dimensional product of that quantity by replacing the symbol
for each dimension by the symbol of the corresponding unit. For example, the defining
equation for a force is F' = m a, whose dimension is MLT 2 so that its SI unit is m kg s>
see the table III below where the formal correspondence between dimensional and unit
symbols is the following:

L — m, | — A J—cd
M — kg, ©—K
T — s, N — mol

Each physical quantity has only one SI coherent unit. This may be written in different
forms, however, if it includes derived SI units having special names and symbols. For
example, the SI unit of energy is written in terms of the base units as m? kgs~2, but this
has a special name, the Joule symbol J where by definition J = m? kgs~2.

It is often an advantage to use special names and symbols for expressing compound
units, for example molar entropy can be expressed more simply than in table III by using
the Joule:

molar entropy = JK~! mol™! instead of kgm?s 2K! mol .
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TABLE III. — Examples of derived units with their dimension and with their expression in terms
of base units.

Quantity Dimension SI unit in terms of SI base units
velocity LT ? ms!

angular velocity T! st

force LMT2 kgms~2

energy L2MT 2 kg m?s~2

entropy L2MT 2971 kgm?s 2Kt
electrical potential L2MT 32 kgm?s 3 AT
permittivity L3M~IT4 2 A?s*kg™tm~3
magnetic flux L2MT 212 kgm?s 2 A7t
illuminance L—2J cdm™2

molar entropy L2MT 207 IN"? kgm?s 2K 1 mol?
relative density 1 1

The SI is based upon seven base quantities each with its corresponding base unit. The
question might be asked as to how the choice of seven base quantities and units was made.
Of course, since our system of weights and measures has its origins in the distant past, it
is not realistic to pretend that it was drawn up on wholly logical grounds following a set
of carefully though out principles. We know very well that mass, length and time were
the fundamental or basic (as opposed to the base) quantities and the units of mass length
and time were those that had been used from time immemorial for human commerce. It
became clear that at least one additional unit would be needed towards the end of the
19th century with the rise of electrical engineering. Chemists in the middle of the 20th
century pleaded for a unit to be used with chemical reactions in which it is not the mass
of the reacting substances that matters but more something related to their valency and
hence the mole was introduced. The important position of light and the lighting industry
led to the call for a special quantity and unit to express the visible effects of light.

The SI was originally adopted and our ideas of quantities and units developed before
relativistic effects were known. In the most recent editions of the SI Brochure it is
made clear that the quantities and units referred to are proper quantities and proper
units. That it to say, they are quantities and units that are defined in the local small
spatial domain, so that effects of general relativity are negligible and the only relativistic
effects that need to be taken account of are those of special relativity such as the second-
order Doppler effect in frequency standards. It must be remembered, however, that if
experiments are being carried out or measurements are made from a distance where either
the velocity or the gravitational potential is significantly different, then both quantities
and units will be subject to the effects of general and special relativity. Today this is
most evident in observations using satellite clocks, such as those in the GPS satellites.
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7. — Biological quantities and units

The SI brochure now also makes special reference to what are often known as biolog-
ical quantities and units. Biological quantities are those defined in terms of the response
of the human body or biological tissues to outside physical factors or to therapeutic sub-
stances. The quantitative measurement of such quantities is often very difficult because
the mechanism of the specific biological effect is not sufficiently well understood for it to
be fully describable in terms of physico-chemical parameters. In the cases of the response
of the human body to outside factors, the biological effect involves weighting factors that
may not be well known or defined and are often both energy and frequency dependent.
Optical radiation, depending upon its frequency, causes chemical changes in living and
non-living tissues. This property is called actinism and radiation capable of causing such
changes is known as actinic radiation. In some cases the results of measurements of
photochemical and photobiological quantities of this kind can be expressed in SI units.
Photometric quantities can be expressed in SI units (see below) but other actinic effects
such as the reddening of the skin as a result of UV solar radiation, sunburn, are quanti-
fied in terms of action spectra defined by the International Commission for Illumination,
CIE. Sound pressure waves, if of sufficiently high frequency and intensity can also cause
physical changes in human tissues as well as to the human auditory function. The effects
on hearing as well as the effects of high intensity ultrasonic radiation are important in
diagnosis and therapy. It is well known that ionizing radiation deposits energy in irradi-
ated living and non-living biological tissues. High doses of ionizing radiation kill cells and
this is used in radiotherapy. Appropriate weighting factors have been devised in order to
compare therapeutic effects with absorbed dose as a function of type of radiation. Very
low doses of ionizing radiation are known to cause damage to the DNA of living cells.
Different weighting factors are used to estimate the effects of low doses for radiation
protection purposes.

7'1. Photobiological quantities. — For all of these different situations, special weight-
ing factors have been established, perhaps the most well known of which is that used
for quantifying the response of the human eye to light. These so-called photometric
quantities must take into account both the purely physical characteristics of the radi-
ant power stimulating the visual system and the spectral responsivity of the latter, see
ref. [16]. The subjective nature of the spectral responsivity of the eye sets photometric
quantities apart from purely physical ones. The most important photometric quantities
are luminous flux, luminous intensity, luminance and illuminance. These are all based on
the fundamental definition of luminous flux ¢, which is derived from radiant flux ¢, by
evaluating the radiation according to its action upon what is known as the CIE standard
observer. For convenience, however, the base quantity is luminous intensity and its SI
unit is the candela. For photopic vision luminous flux is defined by the relation

(20) Dy = Km/ ©ex V(A)dA,
A
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where ¢, is the luminous flux in lumens, ¢, x = dp./dX the spectral concentration of radi-
ant flux (radiant power) in watts per metre, V() is the spectral luminous efficiency func-
tion for photopic vision and K, = 6831m W[V (\,,)/V (555.016 nm)] ~ 683 1m W1

A similar but slightly different relation is given for scotopic (night time) vision.

7°2. Quantities for ionizing radiation. — For ionizing radiation, the quantities needed
to describe in a quantitative way the interaction with the human body are all related to
amount of energy deposited by the radiation in tissue. The effect on the tissue depends on
the type and energy of the radiation. The basic quantity is the absorbed dose symbol D.
For any ionizing radiation this is the mean energy imparted to an element of irradiated
tissue divided by the mass of the element. The SI unit is the grey which is a special
name for the Joule per kilogram. Another quantity is the dose equivalent H. This is
the product of D and a factor () at the point of interest in the tissue where @ is known
as the quality factor for that radiation. The unit for dose equivalent is the sievert, also
equal to Joule per kilogram. For uncharged particles, i.e., indirectly ionizing radiation,
the relevant quantity is known as kerma, symbol K (a name derived from Kinetic Energy
Released in Matter). Kerma is defined as the sum of the initial kinetic energies of all
charged particles liberated in an element of matter divided by the mass of that element.
The unit of kerma is the grey. The establishment of appropriate quality factors for
different types and energies of radiation is the key to proper control both of ionizing
radiation therapy for cancer and for health protection in the case of very low doses.

7°3. Biological quantities for medicine. — For a very wide range of therapeutic and
other biological products where the biological effect is not sufficiently well understood for
the effects to be quantifiable in physico-chemical terms, the World Health Organization,
WHO, establishes the so-called WHO International Units. These result from studies of
the therapeutic effect of particular samples of the substance in question. The therapeutic
effects are quantified by bioassays and subsequently maintained and distributed through
stocks of original substances. These original stocks are held by a laboratory designated
by the WHO for this purpose. For example, one of the largest is the National Institute
for Biological Standards and Control (NIBSC) in London. The obvious problem with
such a method is that when the original stock of substance runs out, the International
Standard no longer exists. This problem is dealt with (but it is also much discussed)
by carrying out studies to compare samples from the original stock before it has run
out with a new stock made to be as close as possible to the original. But as bioassays
are not precise quantitative operations there is no doubt that successive versions of an
International Standard do not precisely repeat the original.

Major areas of activity in this field are now for example DNA vaccines and gene ther-
apy where the quantities to be defined and units of measurement are highly complex and
for the moment beyond the range of methods that link them to the SI. Experience has
shown, however, that as the science of molecular biology advances, it becomes possible
progressively to define the specific therapeutic or biological quantity such that measure-
ments in terms of SI units, namely the mole or the kilogram, become possible. When
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first discovered, for example, insulin and penicillin had to be quantified by biological as-
says but their action is now sufficiently well understood for them to be prepared as pure
chemical substances and their therapeutic effects directly related to the quantity present
measured in moles or grams. This is not the case for such things as prions, whose bio-
logical effects cannot be related yet to any measurable physico-chemical property of the
protein in question. Molecular biology is a very active area of science and the metrology
of highly complex biological systems is becoming increasingly important. There are still
many hundreds of WHO International Standards.

8. — The use of the fundamental constants as reference quantities for the
definition of units

It is generally understood that in setting up a system of quantities and units, one
begins by choosing a set of base units and then for each of these one chooses a convenient
example of each as the unit. However, we have already seen that in reality our present
system of quantities and units did not evolve quite like this. The basic units for mass
length and time evolved in a pragmatic way over the centuries and millennia long before
precise ideas concerning physical quantities crystallized.

Today, we have the opportunity of looking anew at our definitions of the base units
of our system of measurement. This has arisen because we are now at the point where it
becomes possible to use the fundamental constants as references for the base quantities
rather than specifying a particular example of each quantity as the unit. In the case of
the unit of length, the metre, we have already done this in the definition of the metre of
1983:

The metre is the length of the path travelled by light in vacuum during a time interval
of 1/299 793 458 of a second.

This definition is followed in the latest edition of the SI Brochure by the statement
“It follows that the speed of light in vacuum is 299 793 458 metres per second exactly”.

In a recent paper in Metrologia some of us [17] have suggested that the definitions
of the base units can all be formulated in terms of a set of fundamental constants as
references. These are shown here in table IV.

In our proposal we then go further and suggest that the International System of Units,
the SI, is the system of units scaled so that the

1) the ground-state hyperfine-splitting transition frequency of the caesium 133 atom
Av(133Cs)pg is 9 192 631 770 hertz;

2) the speed of light in vacuum c¢q is 299 792 458 metres per second;
3) the Planck constant h is 6.626 069 3 x 10~3* joule second;
4) the elementary charge e is 1.602 176 53 x 10~ coulomb;

5) the Boltzmann constant & is 1.380 650 5 x 10723 joules per kelvin;
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6) the Avogadro constant N is 6.022 141 5 x 10?3 per mole;

7) the spectral luminous efficacy of monochromatic radiation of frequency 540 x 1012
hertz K (As40) is 683 lumens per watt.

Accompanying this definition of the ST would be a list of representative units, together
with a representative list of the quantities whose values could be expressed in those units.
This list would include, of course, the metre for length, the kilogram for mass, the second

TABLE IV. — The definitions of the kilogram, ampere, kelvin, and mole that link these units to
exact values of the Planck constant h, elementary charge e, Boltzmann constant k and Avogadro
constant N a, respectively.

kilogram ampere kelvin mole
(kg-1a) The kilogram is the  (A-1) The ampere is (K-1) The (mol-1) The mole
mass of a body whose the electric current in  kelvin is the is the amount of
equivalent energy is equal to the direction of the change of substance of a
that of a number of photons flow of exactly thermodynamic system that
whose frequencies sum to 1/(1.602 156 53x 107*°) temperature that contains exactly
exactly elementary results in a 6.022 141 5x 1073
[(299 792 458)?/662 606 93]  charges per second. change of specified
x10* hertz. thermal energy elementary
kT by exactly entities, which
(kg-1b) The kilogram is the 1.380 650 5x may be atoms,
mass of a body whose de 102 joule. molecules, ions,
Broglie-Compton frequency is electrons, other
equal to exactly particles, or
[(299 792 458)?/(6.626 069 3x specified groups
1073%)] hertz. of such particles.
(kg-2) The kilogram, unit of (A-2) The ampere, (K-2) The (mol-2) The
mass, is such that the Planck unit of electric kelvin, unit of mole, unit of
constant is exactly current, is such that thermodynamic amount of
6.626 069 3x 10734 joule the elementary temperature, is substance of a
second. charge is exactly such that the specified
1.602 176 53x1071° Boltzmann elementary entity,
coulomb. constant is which may be an
exactly atom, molecule,
1.380 650 5% 10722 jon, electron, any
joule per kelvin. other particle, or a

specified group of
such particles, is
such that the
Avogadro constant
is exactly

6.022 141 5x 10%
per mole.
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for time, the ampere for electric current, the kelvin for thermodynamic temperature, the
mole for amount of substance and the candela for luminous intensity, as well as the
current 22 SI-derived units with special names and symbols such as the radian, newton,
volt, lumen and katal and some of their corresponding quantities. Such a list could in fact
be taken from, for example, tables I-IV in the BIPM SI Brochure. This single definition
and list, together with the same system of quantities and laws of physics upon which
the present SI rests, establishes the entire system without the introduction of base units
and derived units —all units are on an equal footing. Further, there is no need to be
concerned about whether or not adopting exact values for these seven constants fully
specifies the SI, for we know that these constants define the seven SI base units and that
the SI as presently constructed is fully specified by those units(!). This version of the SI
is only a mild departure from the guiding assumption discussed in the first paragraph of
sect. 1.2 of the Mills et al. paper [17], inasmuch as the quantities and units on which it
is based are the same as the current SI; the only difference is that the categorization of
units as “base” or “derived” is no longer applicable and this we see as a logical extension
of current thinking.

The practical realization of any unit of this new version of the SI, whether it is one
of the present base or derived units or not, would be by employing a method (a primary
method) defined by an appropriate equation of physics linking the unit in question to
one or more of the fixed constants. For example, the volt and ohm would be realized
through the equations of the Josephson and quantum-Hall effects using the exact values
of h and e; the kelvin through a primary thermometer using the exact values of k or R,
and so on. The user would be at liberty to use whichever equation of physics and method
is considered most appropriate. The CIPM could decide, however, to formalize certain
of these methods as a mise en pratique.

Looking further to the future, it is of interest to speculate about eventually replacing
the definition of the second based on Av(133Cs)y¢ with a definition that links the second
to an exact value of the familiar and highly important Rydberg constant R... In this
case, entry 1) in the numbered list above, including the three words that precede it, would
read “such that the 1) Rydberg constant R, is 10 973 731.568 525 inverse metres”. At
present, the theory and experimental determination of hydrogen and deuterium transition
frequencies are not sufficiently accurate to do this, but they could be in the future. In
the formulation of the SI considered here, such a replacement could simply be made
with no other change. The fact that the Rydberg constant has the unit of inverse metre
and would replace a constant that has the unit of inverse second would not matter; the
product cgRo would be an exactly known frequency that could be related by theory to
an accurately measurable transition frequency in hydrogen.

(1) However, the choice of constants used to define the SI is not unique. For example, statements
3) and 4), which fix the values of h and e, could be replaced by statements that fix the values of
the Josephson and von Klitzing constants K3y = 2e/h and Rk = h/ez. If this were to be done,
statements 5) and 6) could then be replaced with statements that fix the Stefan-Boltzmann
constant o = (2/15)7°k*/(h3c?) and the Faraday constant F = Nae.
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A major advantage of the proposed new approach is that it does away entirely with
the need to specify base units and derived units, and hence the confusion that this
requirement has long been recognized to engender, not the least of which is the arbi-
trariness of the distinction between base units and derived units. This need is eliminated
by no longer having a unique, one-to-one correspondence between a particular unit and
a particular fundamental constant. It thus does away with a situation such as exists
with the explicit-constant definition for the ampere, (A-2) in section 2.3 of the Mills et
al. paper, in which the unit of current is defined in terms of a constant, the elementary
charge, the unit of which is not the ampere but the ampere second, or coulomb. Such
cross-referencing between units in definitions can be avoided by not linking particular
constants to particular units.

We emphasize that no matter which direction the CIPM chooses to take —the explicit-
unit approach, the explicit-constant approach, or this last approach that defines the entire
SI without linking a particular unit to the exact value of a particular constant— the same
measurement system will result. In practice, if not formally, the base units and derived
units will be indistinguishable and the seven constants listed above, that is, Av(133Cs) g,
o, h, e, k, Ny and K (As40), will form the basis of the system.

9. — Final remarks

At the beginning I said that the SI is the international language of science. In these
lectures I have attempted to give an outline of the underlying structure of the grammar
of this language, namely quantity calculus, and to present some very recent proposals for
basing the SI on the fundamental constants of physics. These proposals are the subject
of much discussion and will certainly evolve over the next few years.
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Recent developments in uncertainty evaluation

W. BICH

Istituto Nazionale di Ricerca Metrologica, INRIM - Torino, Italy

The publication in 1993/1995 of the Guide to the Expression of Uncertainty in Mea-
surement, GUM, stimulated a great development of research concerning measurand es-
timation and uncertainty evaluation. The application of the GUM method has brought
into light its merits and limits. This paper reviews them and discusses the recent evolu-
tion of concepts and methods in the specific field of uncertainty evaluation.

1. — Introduction

The publication of the Guide to the Expression of Uncertainty in Measurement in
1993 [1], with its reprint in 1995, marked a significant progress in the field of uncer-
tainty evalution. For the first time, a method was available, capable to treat random
and systematic contributions to uncertainty in a unified, plausible and consistent way.
The method proposed in the GUM has deep, sound foundations and far-reaching con-
sequences. During the last decade, both aspects were extensively explored. On the one
hand, the probabilistic foundations of the GUM have been better understood, on the
other, its framework has been successfully applied to a wide range of experimental situ-
ations (for a non-exhaustive list, see [2]; see also [3-9]). These investigations contributed
to bring into light some internal inconsistences and to better specify limits to the ap-
plicability of the GUM method. This paper reviews merits and limits of the method
proposed in the GUM, and discusses the recent evolution of concepts and methods in the
specific field of uncertainty evaluation.
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2. — The present GUM

2'1. Fundamentals. — The GUM framework is well known. The value y of the quantity
Y intended to be measured, the measurand [10], is not obtained directly, but from the
values = (1, %2,...,on)" of other input quantities X = (X1, Xa,..., Xn)T to which
the measurand is related by a functional relationship or model Y = f(X). Most measure-
ments can be described by this indirect scheme. The notation uses capital symbols for
quantities and lower-case symbols for quantity values. Although it is accepted that the
the experimental outcome concerning a quantity, be it a single value or a series of indica-
tions, is uncertain, “it is assumed that the physical quantity itself can be characterized
by an essentially unique value” (GUM, 4.1.1, Note 1). Therefore, in the GUM framework
the input quantities all have fixed values to which a unique value corresponds for the
measurand. The GUM gives a measure for the uncertainty of the input quantity values
and a recipe to propagate these input uncertainties through the model in order to obtain
the corresponding uncertainty associated with the measurand value. This framework
can be viewed under different angles. In its simplest interpretation, it is the old law of
propagation of errors of Gauss, modernly written in terms of variances and covariances,
which are better measures than errors. As such, it is based on a first-order approxima-
tion, and therefore holds for reasonably linear models, being exact in the linear case.
However, variances and covariances are properties of random variables. These, in the
GUM framework, are associated to the quantities and represent “the possible outcome of
an observation of that quantity” (GUM, 4.1.1). To further confuse the picture, the same
capital symbol is adopted for both the quantity and the associated random variable. In
modern terms, the propagation is based on the approximation

N

of

K2

(1) F(X) = fEX)] +

[Xi = E(X3)],
X;=E(X;)

from which, by squaring and taking the expectations of both members, the well-known
law of propagation of uncertainties follows:

N

aof of
(2) VYY) =~ — Cov (X, Xj),
UZ:1 0X; 9X; X, X;=E(X:,X;) ( J)
or, in matrix terms,
(3) V(Y)~ JxVxJ%,

(4) Jx = (0f/0Xy,...,0f/0XN)
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is the (1 x N) Jacobian matrix and Vx is the variance-covariance matrix of the input
random vector X with element

(5) {Vx}, ;= Cov (X5, X;).

Equation (2), or its matrix equivalent (3), is valid to the first order for random variables.
It is distribution-free, that is, it holds for any probability density functions (PDFs) of
the variables, however it needs some adaptation to be useful in the real world.

First, expectations are not known and only estimates for them are available. Second,
also variances and covariances are unknown. In the following section, I will review how
the present GUM deals with these issues.

2'2. Merits and limits. — As concerns the first problem, that is, the fact that ex-
pectations E(X;) are unknown and only estimates x; are available for them, a further
approximation is accepted, under the assumption that the estimates are good, i.e., not
too far away from the expectations. The derivatives are thus calculated in the estimates.
This approximation is no longer distribution-free, as it holds for reasonably symmetric
PDFs. For a non-symmetric PDF the estimate can be considerably far from the expec-
tation and its value should be adequately shifted. Extensive guidance is given on this
crucial point [GUM, F.2.4.4].

2'2.1. The GUM is Bayesian. The second issue, that is, the fact that also the variances
and covariances or, equivalently, that the covariance matrix Vx is unknovn, has two
aspects. Usually, some of the input estimates to a model are not obtained from series of
repeated indications, but are unique values obtained by non-statistical ways. This is, for
example, the case of a physical constant, or a material property, or the value of a reference
standard. In this case, the notion of random variable, conventionally used to describe the
behaviour of a population, seems not applicable, since no population can be imagined for
these quantities. However, the mathematical properties of random variables are general
and independent of the intepretation one gives to probability. It is thus sufficient to
adopt a broader view of probability in which the term “random” does not apply strictly
to populations, but in a broader sense to whatever is not perfectly known, that is to
say, is uncertain [11]. As a matter of fact, in the GUM a distinction is made between
PDFs “derived from an observed frequency distribution” and those “based on the degree
of belief that an event will occur [often called subjective probability]”. In any case,
“both approaches employ recognized interpretations of probability.” [GUM, 3.3.5]. In
conclusion, as concerns the PDF's based on the the degree of belief, the GUM is Bayesian
(or subjective).

2'2.2. The GUM is frequentist. Whatever the origin of the PDF, guidance is given in the
GUM on how to obtain adequate measures of uncertainty from the available knowledge,
the only trace of the different views on probability being the well-known distinction be-
tween type-A and -B evaluations. These measures are the standard deviations (more
exactly, the variances) of the PDFs. In type-A evaluations, for an input quantity X for
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which a sample of values (z1,...,z,) is available, one takes as an estimate for X the
average T = 1/n) x; [GUM, 4.2.1]. Accordingly, one usually takes the experimental
standard deviation sz

(6) Sz = %Z Lj &)

as an estimate of the standard deviation o [GUM, 4.2.3].

It is worth noting that the standard deviation given by eq. (6) is viewed as an estimate,
with v = n—1 degrees of freedom [GUM, 4.2.6], of the “true” parameter o//n. Therefore
it is considered as a realization of a random variable.

As a consequence of this approach, sz has itself a standard deviation [GUM, E.4]. This
conveys the idea that, for type-A evaluations, the standard uncertainty u(x;) associated
with an estimate x; of the corresponding input quantity X; is only an estimate of its
“true” uncertainty and therefore has itself an uncertainty.

In this respect, the GUM adopts a frequentist attitude.

2'3. Confidence interval, interval of confidence and expanded uncertainty. — As far as
only the standard uncertainty u(y) associated with the measurand value y is involved, the
two views, Bayesian (or subjective) and frequentist, coexist in the GUM in reasonable
harmony. Unfortunately, although the standard uncertainty u(y) is a well-established
scale measure, in many (probably most) instances it is unfit to the purpose. In the GUM
it is recognized that “in some commercial, industrial, and regulatory applications, and
when health and safety are concerned, it is often necessary to give a measure of uncer-
tainty that may be expected to encompass a large fraction of the distribution of values
that could reasonably be attributed to the measurand.” [GUM, 6.1.2]. Many standards
consider this specific measure of uncertainty. As an example, a regulation widely adopted
in legal metrology requires that “the expanded uncertainty, U, for k = 2,..., shall be
less than or equal to one-third of the maximum permissible error” [12].

The expanded uncertainty U mentioned in the example “is obtained by multiplying
the combined standard uncertainty u.(y) by a coverage factor k” [GUM, 6.2.1]. How-
ever, “It should be recognized that multiplying u.(y) by a constant provides no new
information but presents the previously available information in a different form”. Based
on these remarks, it can be concluded that U is not only of little usefulness, but even
misleading, therefore its use should be avoided, especially in standards and regulations.

In the GUM a further uncertainty measure is introduced, namely, Up,, the expanded
uncertainty U at a stipulated coverage probability p. This measure responds to the needs
outlined above and, being more useful, is more demanding in terms of the effort needed
to evaluate it. Historically, recognising the difficulties involved in this uncertainty mea-
sure, the Comité International des Poids et Mesures, CIPM, in its Recommendation 1
(CI-1986), requested that “in giving the results of all international comparisons or other
work done under the auspices of CIPM and the Comités Consultatifs. . . the combined un-
certainty of type A and type B uncertainties in terms of one standard deviation should
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be given” [GUM, A.3]. However, this pre-GUM recommendation was superseded by the
Mutual Recognition Arrangement, MRA [13], according to which “The degree of equiv-
alence of each national measurement standard is expressed quantitatively by two terms:
its deviation from the key comparison reference value and the uncertainty of this devia-
tion (at a 95% level of confidence).” [MRA, T.2]. Also the Calibration and Measurement
Capabilities (CMCs) of the National Metrology Institutes are declared at a 95% level of
confidence [MRA, T.7].

The problem of evaluating U, is treated in Annex G [GUM, G.4.2], and is the follow-
ing.

If all the input estimates and their associated uncertainties were obtained by type-A
methods, standard statistical tools could be adopted [14,15]. Detailed information would
in any case be needed on the PDF for the output estimate y. The adopted escamotage
assumes that, if the input estimates are independent and no non-Gaussian component
dominates, then, by virtue of the Central-Limit Theorem, the output PDF is reasonably
Gaussian and, by multiplying u(y) by a factor k = 2, an approximated 95% confidence
interval can be obtained. In order to have a more accurate confidence interval, it should
be considered that u(y) is only an estimate of the “true” uncertainty, its accuracy being
defined by its effective degrees of freedom veg. The effective degrees of freedom veg
of u(y) depend on the different degrees of freedom v; of the input uncertainties u(z;),
and on the magnitudes of the input uncertainties themselves, according to the Welch-
Satterthwaite formula [16-18]. Therefore, under the conditions of applicability of the
Central-Limit Theorem, the quantity (y —Y)/u(y) is a random variable with a standard
Student’s t-distribution (GUM formulation), or, (preferred wording), Y is a random
variable following a scaled-and-shifted t-distribution, scaled by u(y) and shifted by y.
The relevant k factor can thus be applied to obtain the required confidence interval.

Unfortunately, for most practical models at least some of the input quantities are
not evaluated from a sample, and only one value is available. The uncertainty of this
value is evaluated by a type-B method, so that the uncertainty u(y) associated with the
measurand value is a combination of type-A and -B components. In this situation, a
choice has to be made between the frequentist and the Bayesian attitude. The choice
made in the GUM is frequentist, in that it is chosen to keep the effective degrees of
freedom of u(y), to be calculated with the Welch-Satterthwaite formula.

“The question arises as to the degrees of freedom to assign to a standard uncertainty
obtained from a type B evaluation” [GUM, G.4.2]. In the GUM, by considering that
the degrees of freedom can be viewed as a measure of the uncertainty of the uncertainty,
a “subjective” degrees of freedom is associated to a type-B component as a measure of
its reliability. However, degrees of freedom, a natural measure for type-A evaluations,
presents a number of difficulties when applied in a subjective context. The main objection
is that assigning a subjective degrees of freedom is by far more an ambitious and problem-
atic operation than assigning a subjective uncertainty. As a matter of fact, very little or
no guidance is given in the GUM concerning this problem. In addition, since type-B eval-
uations tend to be safe, in practical applications type-B components are often assigned
very large degrees of freedom, which dominate the effective degrees of freedom of u(y).
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At a deeper scrutiny, the very concept of reliability of a type-B evaluation looks hard
to understand. In a frequentist framework, the existence of a parent population with a
distribution whose parameters are unknown and estimated by the corresponding (ran-
dom) sample estimators gives a solid motivation to degrees of freedom as a measure of
reliability of the estimates. In a subjective context, the idea of reliability of a “guess”
looks artificial. Rather than spending efforts to evaluate the reliability of his own guess,
one should be able to formulate a guess whose reliability is not an issue. As mentioned
above, this tends to be the experimenters’ attitude in most practical situations.

Since the standard uncertainty u(y) has an effective degrees of freedom, the idea is
conveyed that a true uncertainty exists for a given measurand estimate, and that the value
u(y) obtained is only one of the possible values for the uncertainty of that estimate. In this
view, the outcome of a measurement is twofold: a measurand estimate and an uncertainty
estimate. Although this viewpoint is respectable and can probably be motivated, many
people (including the author) think that it is not useful in measurement science.

As a curiosity, I will mention that, since the standard uncertainty u(y) contains
type-B components, the interval obtained by multiplying the standard uncertainty by
the coverage factor k is not called in the GUM “confidence interval”, a specific term in
statistics [15] but “interval of confidence”. This diplomatic distinction is impossible to
render in many languages. It can be viewed as the symbol of the difficulties in which the
GUM occurs as a consequence of the adoption of a frequentist view in the construction
of an interval of confidence.

Beside some concerns on the Welch-Satterthwaite formula [19,20], a further major
limitation in the GUM approach to U, is its lack of generality. In many measurements
the conditions of applicability of the Central-Limit Theorem are not fulfilled and the
method cannot be applied. For example, the input estimates may be correlated, or a
non-Gaussian input component (say, a uniform arising form a type-B evaluation) may
be dominant. In this case the output distribution is trapezoidal-like, and therefore, for
p = 0.95 in general k£ < 2. Last but not least, very little guidance is provided in the
GUM on how to obtain an expanded uncertainty with asymmetric distributions [GUM,
G.5.3].

2'4. Arbitrary number of measurands. — In the GUM, there is no explicit treatment of
the case in which two or more measurands are determined from a common experimental
setup, e.g., using the same instruments and/or procedures and/or standards. However,
this case is very frequent in the practice of calibration laboratories. As instances, sets
of weights, standard gauge blocks and standard resistors and capacitors, and in general
all artefact standards may be calibrated with respect to a common (set of) reference
standard(s) by using the same (set of) comparator(s). This multivariate case requires
a generalisation of the GUM treatment. The latter can be viewed as a special case in
which the output vector has dimension one, i.e., is a scalar. It happens that special
cases may hide some features which only appear when dealing with a general treatment,
and uncertainty makes no exception, the most important missing feature being here
the correlation between the measurand estimates. This is important when using linear
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combinations of the estimates (typically sums). For example, when two mass standards,
which have been calibrated with respect to a single reference standard, are used together
as reference for a further calibration, the uncertainty of the sum of their estimates is
affected by their covariance, the latter depending upon the relative magnitude of the
systematic effects in the uncertainty of the first calibration [21,22].

2°'5. Comments. — In conclusion to this section, the GUM estabishes a framework
which has solid foundations. Some issues remain outstanding, namely:

1) the construction of an interval of confidence (GUM wording) or (preferred word-
ing) coverage interval at a stipulated coverage probability, that is, of an interval
containing the value of a quantity with a stated probability (for a discussion on the
term “coverage interval”, see [23]);

2) the evaluation of standard uncertainties and covariances for an arbitrary number
of measurands;

3) the construction of a coverage interval at a stipulated coverage probability for an
arbitrary number of measurands.

3. — Supplements to the GUM

In 1997 the same seven organizations which had participated in the preparation of
the GUM established the Joint Committee for Guides in Metrology (JCGM). The follow-
ing year, the International Laboratory Accreditation Cooperation, ILAC, joined them.
The JCGM has two working groups [24]. WG1 “Expression of uncertainty in measure-
ment”, has the task “to promote the use of the GUM and to prepare Supplements for
its broad application”. WG2 “On International vocabulary of basic and general terms in
metrology”, has the task “to revise and promote the use of the VIM”.

To fulfill its task, WG is preparing a number of documents under the common banner
“Evaluation of measurement data”. For a review of the motivation and structure of each
individual document, see [25].

Among the documents under preparation by the JCGM-WGI1, the most advanced
are two Supplements to the GUM, intended to overcome the difficulties outlined in the
previous section. The first, “Supplement 1 to the ‘Guide to the expression of uncertainty
in measurement’ — Propagation of distributions using a Monte Carlo method”, deals,
primarily but not uniquely, with the construction of a coverage interval for the measurand
in a general case, that is, it aims at fulfilling the task of item 1 in subsect. 2°5. The second,
“Supplement 2 to the “Guide to the expression of uncertainty in measurement” — Models
with any number of output quantities”, (provisional title) will address the same issue for
the multivariate case, that is, items 2 and 3 in the mentioned subsection. In the following
of this section, I will describe the main features of Supplement 1, the one at the most
advanced stage.
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3'1. Propagation of distributions. — A coverage interval at a prescribed coverage prob-
ability is a known fraction of a PDF, or of the corresponding Cumulative Distribution
Function (DF), its integral. This suggests that, were the PDF g, (n) for the measurand
Y available, any desired coverage interval could be obtained by simply selecting from
gy (n) the appropriate fraction(s). From this more general viewpoint, the GUM law of
propagation of uncertainties can be interpreted as a shortcut in which only first (expecta-
tions/estimates) and second (variances/squared uncertainties) moments are propagated.

The PDF g, (n) for the measurand can be calculated in principle from the model
Y = f(X) and the joint PDF gx (£) for the input variables. A formal definition [26] for
the PDF for Y is

@) g (1) = /jo /OO g3 (€)5(n — F(€))den --- e,

where 8(+) denotes the Dirac delta function.

Equation (7) is obtained from the method of Jacobians (see, e.g., ([14], 1.2), or ([27],
Chapt. 1)), a useful tool in mathematical statistics. However, it solves only formally the
problem of the PDF g, (n) for Y, since the multiple integrals in it can hardly be calculated
analytically except in the simplest cases, and numerical integration techniques must be
in general adopted. In addition, the joint PDF gx (&) for the input variables has to be
specified.

3'1.1. PDFs for input quantities. Let us first consider the second issue. In a frequentist
framework, PDF's characterize existing populations. Therefore, the task is to guess from
a data sample the appropriate PDF and estimate its parameters. Parameter estimates
are uncertain by definition. In a Bayesian context, PDFs can be viewed as a formal tool
to represent one’s knowledge about a particular quantity. Therefore, as far as one has a
sensible way to associate PDFs and relevant parameters to a given knowledge, there is
no uncertainty on parameters.

It has been seen in subsection 2'3 that to obtain, from the standard uncertainty u(y),
U,, the expanded uncertainty U for the measurand estimate y at a stipulated coverage
probability p, a choice has to be made between the frequentist and Bayesian approach
adopted for type-A and -B evaluations, respectively, of the input components u(y;). It
has been seen also that the GUM choice is frequentist, and the difficulties inherent in
this choice have been outlined.

In Supplement 1 the alternative choice has been made, on the grounds that it is easier
and more intuitive to encompass data arising from populations in a Bayesian scheme than
viceversa. To further simplify, only the case of independent input quantities has been
considered, so that the joint PDF gx (&) for the input vector X factorizes in the product
of N-independent PDFs for the input variables X;

N
(8) 9x (&) = [ 9x. (&)
i=1
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The only joint PDF considered in Supplement 1 is the multivariate Gaussian

1 1
9 — e _ = _ val _ ,
9) 9x (&) [N dev V|2 xexp | =5 (&~ p) Vi (€ —p)
in which p = E(X) and
V(Xl) COV(Xl,XQ) ce COV(X17XN)

Cov(Xs, X1) V(Xs) <o Cov(Xa, Xn)
(10) Vx = : : . :

COV(X:N,Xl) CO\/‘(X'N7X2) V()'(N)

is the covariance matriz of X. A covariance matrix is by construction a positive definite
matrix [28].

Therefore, our problem reduces to the assignment of N appropriate scalar PDFs to
input estimates and to obtaining from these the PDF for the output quantity.

The way to assing PDFs within type-B evaluations is described to a considerable
extent in the GUM. For example, when an estimate z; is available from an handbook
with, say, maximum and minimum possible values z;+a and x; —a, the GUM prescription
is to adopt a uniform distribution with mean z; and standard deviation s = a/ v/3. This is
just an example of assignment based on the available information of this kind. In general,
a suitable criterion in this field comes from application of the Principle of Maximum
Entropy, a variational principle well-known in information theory, suitably adapted to
measurement theory [29].

As concerns type-A evaluations, that is, those for which a sample of n data is avail-
able, Bayes’ Theorem helps in establishing the appropriate PDF [11]. Let us assume that
the unknown input quantity X (we drop here the subscript for brevity) has unknown
value p. While taking a series of indications z; (j = 1,...,n), random effects cause a
scattering which is conventionally described by a Gaussian distribution with expectation
1 (the “true value” of X) and standard deviation o (which has nothing to do with the
quantity, being caused by superposed random effects). It is believed that, under suit-
able conditions, scatter experienced by the sample mean z = 1/n )" x; is narrower by a
factor y/n. Therefore, in both frequentist and Bayesian approaches one would normally
take the sample average and its standard deviation as given by eq. (6). However, in
a frequentist scheme these two quantities are (random) statistics estimating the corre-
sponding population parameters p and o/n, as already outlined in subsect. 2°'2.2. In a
Bayesian approach, on the contrary, these two quantities are used to construct a suitably
scaled-and-shifted ¢-distribution with v = n — 1 degrees of freedom. This distribution or,
equivalently, the corresponding PDF, describe the knowledge available on X.

The PDF of a standard ¢-distribution is

il] 2\ ~wt1)/2
(1) olt.v) = (1+5)

5

S
/’__J\.—|
DIR[0
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where
I(z) = / t*~le~tdt, z >0,
0

is the gamma function.

The ¢-distribution has expectation E(t) = 0 and variance V(T') = v/(v — 2) (v > 2).
For v — oo it degenerates in the standard Normal N(0, 1) with expectation y = 0 and
variance 02 = 1.

The appropriate PDF for the example given above is the t-counterpart to a Gaussian
N(z, s?/n), namely,

—n/2
T ! 1 (e=wy
(12) gﬂ@_fﬂn—nﬂ)(n—Ude¢ﬁx<l+ﬂ1<WV%>> :

which is obtained from PDF (11) by using the shifting-and-scaling variable transform

(13) §:i+j%t

PDF (12) has expectation and variance

(14) BY) =7, V() =13t

which tend to u and s2/n, respectively, for v — oo. The expectation is only defined for
n > 2 and the variance for n > 3. From eq. (14), the best estimate x for the quantity X
and its standard uncertainty u(x) are taken as

n—1s2
15 =1, = >
(15) T=1T u(x) .

respectively. The expression for the standard uncertainty is the Bayesian counterpart to
the sample standard deviation, given by eq. (6), which is recommended in the frequentist
context of the present GUM. The former is larger than the latter, the difference decreasing
for increasing n. However, as already mentioned, the latter is a statistic with v =n — 1
degrees of freedom, the former is the scale parameter of a subjective PDF. In a sense,
the information concerning reliability has been transferred to the PDF itself.

For n < 3, the standard deviation diverges and cannot be taken as the standard
uncertainty for z. Ad-hoc solutions have been proposed [30,31]. However, this feature of
the standard deviation of a ¢-distribution does not affect the propagation of a PDF such
as that described by eq. (12), the only requirement on it being that v > 0. Therefore,
with as little as two data (the minimum meaningful value to form an average and a
standard deviation) the recommended PDF can be assigned and propagated.
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3'1.2. Counterpart to degrees of freedom for type-B evaluations. In subsect. 2°3 the
GUM procedure of assigning degrees of freedom to type-B evaluations of uncertainty as
a measure of reliability has been criticised, on the grounds that type-B evaluations look
intrinsically reliable. At a closer look, however, a specific concern about reliability arises.
This relates to the following: when taking from a certificate or a handbook a value x for
a quantity X for which a tolerance is given in terms of an interval X = x + A, the GUM
recommendation is to assign a uniform PDF [GUM, 4.3.7]

16) gx(g):{ym, - A<E<zTHA,

0, otherwise.

X has expectation and variance

(17) E(X)=z, V(X)=

The point is here that A is never known exactly, due to the finite number of decimal
digits with which it is specified, so that it is affected by an uncertainty (which can be
viewed as a genuine uncertainty of a tolerance) depending upon the number of decimal
digits with which the tolerance is given. According to the Principle of Maximum Entropy,
the appropriate PDF for this case turns out to be a curvilinear trapezoid. This PDF is
trapezoidal-like, but has flanks that are not straight lines. What matters here is that it
has the same expectation as the uniform PDF (16) whereas its variance is

(18) V(X) =

where d is half the least-significant digit of A. Variance (18) is larger than that given by
eq. (17) and reduces to it for d = 0.

This way of treating the available information by selecting the suitable PDF is the
Bayesian counterpart to the assignment of degrees of freedom to a uniform PDF required
by the frequentist scheme of the GUM.

3'1.3. Multivariate example. To give a last, multivariate example of the way in which
available information is embodied in a PDF, let us come back to the case in which an
estimate x is available for the vector quantity X, with its standard uncertainties and
covariances, collected in the variance-covariance matrix as in eq. (10). This matrix is
preferably called in this context the uncertainty matriz Uy and written as

u?(x1)  u(zi,2e) oo u(zr,an)

U\T2, L1 u2 Zo U\ro2, T
) U, _ |t ) (22, n)

wlan, o) ulzy,re) - u?(wy)
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The recommended PDF would be in this case the multivariate Gaussian, here written as

U i i L

Again, the estimate x and its uncertainty matrix Uy, viewed as statistics in the fre-
quentist approach, are here the expectation and the covariance matrix, respectively, of a
subjective PDF.

3'1.4. Propagation. Considering that each of the input PDFs can be viewed as a filter
through which one can access the (virtual) population of values concerning the relevant
quantity X;, the propagation of the N input PDF's through the model is obtained by use
of Monte Carlo simulation [32-34], implemented in the following way:

— Draw simultaneously from each population a quantity value x;. These values are
taken at random, according to the density assigned to their population. The out-
come of this drawing is a vector @, (r =1,..., M).

— Propagate vector «, through the model to obtain a possible value ¥, for the mea-
surand Y.

— Iterate M times the steps above to obtain a numerical simulation of the population
of possible values for the measurand Y.

Once the population has been obtained, an estimate and its standard uncertainty can
be calculated by taking the population average y

| M
(21) y=— Z Yr

M r=1
and standard deviation u(y )

1

(22) () = s > =)

B

r=1

A coverage interval at the prescribed coverage probability p (the main motivation for
all the effort described above) can be easily constructed by removing the appropriate
fractions from the tails. The coverage interval is given in terms of its endpoints. Since
in general the PDF for Y is not symmetric, the interval for a stated probability is not
unique. Therefore a choice has to be made, the two most popular alternatives being
the probabilistically symmetric and the shortest coverage intervals. The endpoints of the
former are the (1 — p)/2- and (1 4 p)/2-quantiles, providing a 100p% coverage interval.
The latter has the property that, for a unimodal, or single-peaked distribution, it contains
the mode, the most probable value.
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4. — Conclusions

Supplement 1 to the GUM, based on the same foundations on which the GUM was
built, presents a consistent method to construct a coverage interval for a measurand,
thus obviating a major difficulty of the GUM itself. Point estimates are still possible,
although the results would in most cases differ from the corresponding GUM result, due
to the lack of generality of the GUM approach. This circumstance will lead to a revision
of the GUM, in order to resolve its internal inconsistencies and re-align it with more
recent documents, while preserving its standing as the leading document in the field of
uncertainty evaluation.
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Electrical metrology

H. BACHMAIR

Physikalisch-Technische Bundesanstalt - Braunschweig, Germany

1. — Introduction

Electrical metrology covers a broad field which describes a wide arc from the real-
isation of the electrical units to their use in many different fields of application. It is
the intent of this paper to provide an overview of the general status and capability of
electrical metrology. It also intends to illustrate the scope of electrical subject areas, the
complexity of individual activities and the relationships with the rest of metrology. And
it outlines the main measurement philosophies and techniques and typical equipment for
high-accuracy measurements. It will start with the base units of electrodynamics and
the relationship between mechanical and electrical units and continue with the defini-
tion, realisation, reproduction, maintenance and dissemination of a unit shown by the
example of the units of current, voltage and resistance. Impedance measurements, bridge
and ratio techniques, AC/DC transfer and power and energy measurements confirm the
broad range of application of electrical metrology and at the same time provide the basis
for AC measurements of any kind. International comparisons guarantee the consistency
of measurements world-wide and are the prerequisite for a mutual recognition of national
standards.

2. — SI and electrical units

The General Conference on Weights and Measures (CGPM) adopted the Interna-
tional System of Units (SI) [1] in 1960. It consists of 7 base units, 4 of them forming
the base units of electrodynamics (fig. 1), deduced from the Giorgi system and further
developed to the MKSA System (meter, kilogram, second, ampere) approved by the In-
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Fig. 1. — The units of electrodynamics.

ternational Committee for Weights and Measures (CIPM) in 1946. All electrical and
magnetic units can be expressed by means of these four base units of electrodynamics.

The meter is defined as the length of a path travelled by light in vacuum during a
time interval of 1/299 792 458 of a second. This definition has the effect of defining the
speed of light in vacuum as a fixed quantity. The kilogram is the unit of mass and is
equal to the mass of the International Prototype of the kilogram. It is the only unit of
the ST which is still defined by means of a material measure. The second is the duration
of 9 192 631 770 periods of the radiation corresponding to the transition between two
hyperfine levels of the ground state of the caesium-133 atom. The ampere is the only
electrical base unit of the SI; its definition assumes equality of mechanical and electrical
energy. The ampere definition has the effect of defining the permeability of the free
space po. It is realised by means of a so-called current balance. A current balance
is an electrodynamic current-to-force transducer which compares an electrodynamically
generated force with the force of a mass due to gravity.

The unit of voltage can be derived from the mechanical units meter, kilogram and
second in connection with the permittivity of the free space £q. It is realised by means
of a so-called voltage balance. This is an electrostatic voltage-to-force transducer which
compares an electrostatically generated force with the force of a mass due to gravity. gg
can be derived from the velocity of light in vacuum c¢ and the permeability of the free
space o using Mazwell’s equation which combines these three quantities. ¢, ug and €g
are fundamental constants with fixed values without any measuring uncertainty.

The ohm can be realised by means of a calculable cross capacitor. For such a capacitor,
the capacitance can be calculated from a single length and the permittivity g of the free
space. The impedance of this capacitor 1/wC' can be compared with a resistance R,
the uncertainty being a few parts in 108. Ohm’s law links the three quantities current,
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Fig. 2. — a) Definition of the ampere. b) Definition of the volt and the ohm.

voltage and resistance and therewith allows one of these units to be determined when the
two others are known. It can also serve to control the experiments for the determination
of the three units.

The units of voltage, resistance and current are reproduced, using macroscopic quan-
tum effects. The equation of the Josephson effect links a voltage with the quotient h/2e
(e elementary charge, h Planck’s constant) and a frequency. For the reproduction of the
unit of resistance, the quantum Hall effect is used. It allows a resistance to be derived
from the quotient h/e?. The ampere can be reproduced by means of a controlled flow
of single charge quanta. Counting single electrons one by one is still in an experimental
stage, because the desired uncertainty cannot yet be achieved.

3. — Definition of a unit

The general definition of a unit is a physical experiment or artefact, based on well-
established principles (e.g., Newton’s or Mazwell’s laws). This means that the definition
of a unit is its exact establishment with zero uncertainty. It always starts from ideal
assumptions. The SI is a coherent system. In this context, the term “coherent” has a
specific meaning: any unit should be related to the base units by only a multiplicative
or divisive combination, i.e. the derived units are products of the base units with integer
exponents and with a numerical prefactor of unity. For example, 1V = 1m?-kg-s™3-A~1,
and 1Q =1V/1A = 1m?kgs 3 A2

At the 9th CGPM in 1948, a couple of definitions for electrical units were ratified,
among them the definitions for the ampere, the volt, the ohm and the watt. The ampere
is that constant current which, if maintained in two straight parallel conductors of infinite
length of negligible circular cross-section, and placed 1 m apart in vacuum, would produce
between these conductors a force equal to 2 - 10~7 newton per metre of length (fig. 2a):

F I F r
1 — =jp-=—=2-100"N/m =927 — .- =47-10"TN/A”.
(1) ;= Ho /m,  po=2m = Am /
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Looking at the definition of the ampere, terms like straight parallel, infinite, negligible, and
vacuum show that the experiment described is defined under ideal physical conditions.
The ampere definition has the effect of assigning an exact value to the magnetic field
constant: po = 4-7-1077 H/m. As the speed of light is determined by the meter definition,
this also establishes ¢y as a defined quantity. The underlying physical principle is the
force between two current-carrying conductors, the direction depending on the direction
of the two currents. The force is repulsive if the two currents flow in the same direction,
and attractive if they flow in opposite directions as shown in fig. 2a.

The unit of potential difference and of electromotive force —the volt— is the potential
difference between two points of a conducting wire carrying a constant current of 1 ampere
when the power dissipated between these points is equal to 1 watt (fig. 2b). The power
dissipated in a conductor between two cross-sections A; and Ay can be calculated as the
integral of the vector product of current density J and electric field strength E across
the volume G of the conductor

(2) PJ:ﬁJ-EdU:(VﬁVQ).I.

G

After some modifications, the dissipated power is given by the potential difference (V; —
V2) multiplied by the current I flowing through the conductor. This is exactly the
definition of the volt.

The unit of electric resistance —the ohm— is the electric resistance between two
points of a conductor when a constant potential difference of 1 volt, applied to these
points, produces in the conductor a current of 1 ampere, the conductor not being the
seat of any electromotive force (fig. 2b). The potential difference is the line integral of
the vector of the electric field strength E between the two cross-sections A; and As:

2_’ 2j' 2 1
3 V=V-V= EdS:/ —dS:I/ — dsj.
®) L /1 10 L olsy) Alsy)

The general expression for the resistance is the integral of the inverse product of conduc-
tivity o(s;) and cross-section A(sy) along the path of the wire. For a linear wire with
constant cross-section and homogeneous conductivity, one gets the well-known expression
R ="{/o- A, with £ being the length of the wire, A the cross-section of the wire and o its
conductivity. In contrast to what one might expect from the ampere definition, the most
commonly used units are the volt and the ohm, because it is much easier to maintain
and compare voltages and resistances than currents.

4. — Realisation of a unit

In contrast to the definition, the realisation of a unit is always bound to an experiment
with an uncertainty larger than zero, because experiments are never ideal. The difference
between a theoretically designed experiment (definition) and its practical realisation is
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Fig. 3. — Principle of a current balance.

the reason why a distinction is made between the definition and realisation of a unit.
Experiments for realising a unit are usually difficult, time-consuming and slow (sometimes
decades long) to produce results. Therefore, they are normally only established and
maintained at the National Metrology Institutes (NMI’s).

A current balance [2] compares an electrodynamically generated force Fia with the
force of a mass due to gravity Fy (fig. 3). Fi2 is generated by means of a coil system
consisting of fixed and movable coils carrying currents I; and Iy. Fis is given as the
product of the two currents multiplied by the partial derivative of the mutual inductance
L15 in the direction of the force. At equilibrium,

(4) I - I-0L13/0z =m - g

is obtained. If the same current flows through both coils, the current is given by the
square root of the mass m multiplied by the local acceleration due to gravity g divided
by 0L12/0z. As these quantities can be determined in SI units, the ampere can also be
determined in SI units. dL15/0z depends in a complicated way on the dimensions of the
coils and their position to each other. Therefore, the uncertainty of the classical current
balances was limited to a few parts in 10°.

In 1975, Kibble [3] proposed a new type of current balance, which overcomes the
problems with the coil dimensions. The experiment is performed in two parts: the
weighing part (static mode, fig. 4a) and the moving part (dynamic mode, fig. 4b). In
the static mode, the force F' of a magnetic field with flux density B on a coil carrying a
current I is compared with the force of a mass due to gravity.

(5) F=1-G(B,l)=myg.

The current is measured as the voltage drop across a resistor using the Josephson and
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Fig. 4. — Principle of a watt balance: a) weighing part, b) moving part.

quantum Hall effects. The function G(B, ¢), ¢ being the width of the coil exposed to the
magnetic field, is determined in the dynamic part of the experiment. In this part of the
experiment, the coil moves slowly with a velocity v through the magnetic field B around
the centre position of the coil during the weighing part of the experiment. The voltage
induced in the coil is proportional to the velocity v and the function G(B, ¢) which can
thereby be determined in terms of the induced voltage and the velocity,

(6) U=uv-G(B,I).

The velocity can be measured with high accuracy by means of a laser interferometer,
and the induced voltage is measured against a Josephson voltage standard. Combining
the two parts of the experiment, one gets two expressions for the function G(B,¢), one
from the weighing part (static mode, mg/I) and one from the moving part (dynamic
mode, U/v). By remodelling of the equation, one obtains an expression for the electrical
power U - I on the left-hand side of the equation and for the mechanical power m - g - v
on the right-hand side of the equation. Therefore, this balance is called a watt balance.
If voltage U and current I are measured by means of quantum standards, m becomes
proportional to the Planck constant h.

World-wide, there are several experiments in operation or in a status of being es-
tablished. The first result was obtained with the NPL watt balance which furnished an
uncertainty of 2 - 10~7. The uncertainty of the NIST watt balance is now approaching
2-107% and therewith is at present the most accurate experiment [4]. The watt balance
of METAS is in operation and about to furnish first results. LNE is assembling its watt
balance, and a test set-up is presently established at BIPM so that in the near future
5 independent experiments will be available. Due to the very small uncertainty, watt
balances are top candidates for a possible redefinition of the unit of mass, the kilogram,
by means of a fixed value for the Planck constant h.

Besides the current balances, voltage balances have been established. They are elec-
trostatic voltage-to-force converters and allow a voltage to be determined directly in SI
units [5]. A change in electrical energy is compared with the corresponding change in
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Fig. 5. — Principle of a voltage balance.

mechanical energy (fig. 5). The energy stored in a capacitor is changed by moving one of
the electrodes by a distance As in the direction of the force F,, AW, = —1/2-U?- AC.
The corresponding change in mechanical energy amounts to AW, = m -g-As. In
equilibrium, AW, is equal and opposite to AWy, and the voltage can be calculated di-
rectly in SI units. The various types of voltage balances differ from their voltage-to-force
transducers: a parallel-plate capacitor where the force is proportional to the distance s
of the plates and an immersion capacitor as in fig. 5 where the generated force is nearly
constant, independent of the position of the moving electrode. In the eighties of the last
century, four voltage balances had been in operation at LNE (the former LCIE), NMIA
(former CSIRO NML), PTB and the University of Zagreb (Croatia). At that time, the
uncertainty was comparable to the uncertainty obtained with watt balances. Meanwhile,
voltage balances are no longer in operation, because the uncertainties achieved with watt
balances are by one order of magnitude smaller that those of the voltage balances.

A realisation of the ohm as given by its definition is not possible, because a resistance
cannot be calculated from its dimensions and the conductivity of the material with the
required low uncertainty. However, the Australian scientists Thompson and Lampard
discovered a new theorem of electrostatics [6] which allows the capacitance of a capacitor
to be calculated independent of its cross section only from the length of the electrode
system. The theorem in its general form allows the capacitance per unit length of an
indefinite long cylinder of arbitrary cross section to be calculated which is divided into
four parts by means of infinitesimally small gaps (fig. 6a). The cross capacitances Cf
and C} per unit length of opposite parts of the cylinder are given by

(7) e*‘ﬂ'Ci/Eo + 677‘1’0&/60 — 1



102 H. BACHMAIR

[

b)

Fig. 6. — Calculable cross capacitor: a) theorem, b) realisation, c) electrode arrangement.

In practice, a symmetrical system in form of 4 cylinders arranged at the corners of a
square is used with equal cross capacitances (fig. 6b). This simplifies the relation for the
cross capacitance:

(8) C(’)ZE;OJanQpF/m, with C} ~ C}, ~ .

As the electrostatic field does not only expand in the inner of the electrode system but
also outside, it must be shielded by means of an electrostatic screen which surrounds the
electrode system.

In practice, two problems must be solved: the infinitesimally small gaps between the
electrodes and the limitation of the length of the electrode system. With a geometry
of the capacitor as shown in fig. 6b, the feed-through of the electrostatic field becomes
negligibly small even with gap widths in the order of a millimetre. This is true for both,
the gaps between adjacent electrodes and between the electrodes and the screen. The
so-called guard electrodes can limit the length of the capacitor (fig. 6¢). In the vicinity
of the guard electrodes, the electric field is distorted (a three-dimensional field instead of
a two-dimensional one) and does no longer fulfil the theorem. The whole length of the
capacitor can be divided into three parts, two inhomogeneous parts around the guard
electrodes and a homogeneous part in the middle of the capacitor. By moving one of the
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Fig. 7. — Determination of the unit of resistance from the unit of capacitance: a) conventional
scheme, b) scheme using the quantised Hall resistance.

guard electrodes on a straight path without changing the geometry between the guard
electrodes and the main electrodes, one cuts a length Af out of the homogenous part of
the field which corresponds to a change in capacitance of

(9) ACy = %0 ‘In2- Al

This method has another advantage, because a shift in length can be measured by means
of a laser interferometer with a much larger accuracy than an absolute length. Calculable
cross capacitors are operated at several NMI’s and allow the unit of capacitance to be
determined with an uncertainty of about 2-10~%. New improved capacitors are presently
built at NMIA, Australia; NRC, Canada and at the BIPM.

By means of a couple of AC bridges and DC comparators, the as-maintained unit of
resistance can be traced back to the unit of capacitance (fig. 7a), and at the same time,
the value of the von Klitzing constant can be determined in ST units [7]. With cross
capacitors, capacitances in the order of 0.2 to 1 pF can be determined. This value must
be scaled-up to 1nF or 10nF before a comparison with a 10k or 100 kQ2 AC resistance
can be made in a special bridge (quadrature bridge). The AC resistance must be scaled-
down to 1k, a level where the most accurate AC/DC resistors with calculable AC/DC
characteristic are available. The last step in the whole chain is to scale-down the DC
resistance to the as-maintained unit of resistance or to scale it up to determine a quantum
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Hall resistance at the second plateau (12.9kQ)) in ST units. The AC measurements are
performed at an angular frequency of 10* Hz which corresponds to a frequency of 1.6 kHz.
For some time, a second path has been opened (fig. 7b) using a quantum Hall resistance
as AC/DC transfer resistance. This shortens the chain and allows a direct link to the von
Klitzing constant. Presently, the quantum Hall resistance agrees at AC and DC within
about 2 parts in 108.

5. — Reproduction of a unit

Since about 1970, quantum-physical experiments have been available for the repro-
duction of the electrical units, especially those which involve macroscopic quantum effects
like the Josephson and quantum Hall effects and single electron tunnelling. These effects
allow a reproduction of the electrical units based on fundamental constants which are
believed to be constant in time and space, and, therewith, the macroscopic quantum
phenomena allow these units to be reproduced at any place at any time. There are two
macroscopic quantum effects, the Josephson effect and the quantum Hall effect which al-
low the units of voltage and resistance to be reproduced with an uncertainty much smaller
than the uncertainty with which these units can be determined in SI units. The ampere
can be reproduced by means of a transfer of single charges with a defined frequency f.
The realisation of this effect is still in an experimental stage. While the Josephson and
quantum Hall effects allow voltages of the order of 1V to 10V and resistances of about
10k to be reproduced, the currents generated by the transfer of single electrons are of
the order of pA and cannot be reproduced with the desired uncertainty.

In 1962, Josephson predicted a quantum-mechanical effect which occurs on two weakly
coupled superconductors separated by a thin normally conducting or insulating barrier,
called a Josephson junction [8]. If such a Josephson junction is biased at a non-zero DC
voltage, the supercurrent across the junction oscillates with a frequency proportional
to that voltage. By phase locking the Josephson oscillator to an external frequency-
stabilised microwave source, constant voltage steps are generated in the DC characteristic
of the Josephson junction, given by
n-f h 2e

= ith Ky=—
K -t oW T=

(10) Vi(n) =

with h/2e being the inverse of the Josephson constant Kj, f the frequency of the irradi-
ated microwave and n the step number of the plateau in the Josephson characteristic. At
a frequency of about 70 GHz, the voltage at the first step is about 145 1V, adjustable to
the same resolution as the frequency. The Josephson effect is a very universal effect [9];
its voltage is independent of the material of the superconductors, the type of the Joseph-
son junction and its geometry, the temperature, the frequency of the microwave and the
irradiated microwave power. As a voltage can be reproduced by means of the Josephson
effect with an uncertainty of at least two orders of magnitude smaller than the uncer-
tainty with which the unit of voltage is known in SI units, the Consultative Committee
for Electricity and Magnetism (CCEM) recommended, and the CIPM decided, to fix a
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Fig. 8. — Characteristic of a Josephson junction: a) underdamped junction, b) highly damped
junction.

numerical value for the Josephson constant Kj g9 = 483 597.9 GHz/V to make use of the
small uncertainty for comparison and calibration purposes [10]. The value was chosen
to be in as close an agreement as possible with the SI value and was put into force on 1
January 1990.

Today, large arrays of multilayer Josephson junctions are manufactured with up to
250000 junctions connected in series for applications as DC or programmable voltage
standards. For completely underdamped SIS tunnel junctions, constant voltage steps
are generated in the sub-gap part of the quasiparticle branch of the DC characteristic
and, therefore, cross the voltage axis (fig. 8a). This allows the standard to be operated at
zero bias current. The main advantage of the SIS arrays is the high output voltage which
allows a voltage of 10V to be generated with less than 20000 junctions at a microwave
frequency of 70 GHz. A disadvantage is that the output voltage is multi-valued. Together
with the relatively small current width of the step voltage this lead to stability problems
as regards the adjusted DC voltage. Arrays with highly damped Josephson junctions can
be rapidly switched from one voltage step to another and are therefore best suited for
programmable Josephson voltage standards (fig. 8b). As they are only switched between
zero and the first step, a larger number of junctions is required to obtain a specific output
voltage, i.e. about 80000 junctions for 10 V at a microwave frequency of 70 GHz.

In 1980, von Klitzing discovered a quantum-mechanical effect, which occurs when a
two-dimensional electron gas (2DEG) in a semiconducting device is exposed to a strong
traverse magnetic field at very low temperatures [11]. Depending on the gate voltage
(Si-MOSFET) or the flux density (heterostructures), the Hall resistance shows plateaux
at integer fractions of the quotient h/e?,

1 1 h

(11)

=
=
|
I
=
~
If

with Ry = —

@
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Fig. 9. — a) Quantum Hall probe (heterostructure). b) Hall resistance and longitudinal resistance
as a function of flux density.

with h/e? being the von Klitzing constant Rk and i an integer which denotes the plateau
number. The quantum Hall resistance is to a large extent independent of the device,
the semiconducting material and the width of the sample, the plateau number and the
direction of the magnetic field [12]. On the first plateau, the Hall resistance amounts
to 25.8 k). As a quantised Hall resistance can be reproduced by means of the quantum
Hall effect with an uncertainty of about one order of magnitude smaller than the uncer-
tainty with which the unit of resistance is known in SI units, the CCEM recommended,
and the CIPM decided, to fix a numerical value for the von Klitzing constant Rk_gg =
25 812.807 €2 to make use of the small uncertainty for comparison and calibration pur-
poses. The value was chosen to be in as close an agreement as possible with the SI value.

The 2DEG of a semiconducting device is located in the inversion layer of the semi-
conductor device, formed at the interface between a semiconductor and an insulator or
two semiconductors, one of them playing the role of the insulator. Figure 9a shows a
quantum Hall probe as is used today by many NMI’s. The light grey area forms a GaAs
heterostructure in which the 2 DEG is embedded at the interface of the GaAs and the
AlGaAs layers. It is supplied with a specific number of ohmic contacts, two for the
injection of the current and six in total for monitoring of the Hall voltage Uy and the
longitudinal voltage Ux. Heterostructures show clearly distinct plateaux as can be seen
from the characteristic in fig. 9b. It shows the quantised Hall resistance R, and the
longitudinal resistance R, as a function of the flux density. At the plateaux, the longi-
tudinal resistance vanishes which is a necessary condition for the transversal resistance
which is exactly the quantised Hall resistance.

In ultra-small metallic tunnel contact circuits, tunnelling of single electrons can be
observed as a macroscopically observable effect if their Coulomb interaction dominates
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Fig. 10. — SET transistor: a) electron tunnelling blocked, b) electron tunnelling allowed.

on the energy scale [13]. This means that the effect can only be observed at structures
with nm-dimensions and at very low temperatures in the mK-range. The resulting single
charge effect allows a controlled manipulation of single charge quanta and therewith
opens up unique applications in electric metrology. A single electron circuit consists of
an ultra-small conducting island which is connected to two electron reservoirs by means of
two tunnel barriers. The tunnelling of one electron onto the island requires an energy of

2

(12) AE:EC:;—C>>kB~T

which is equal to the increase in the Coulomb energy of the island, as long as the tem-
perature is small enough. Note that small dimensions mean a small capacitance C' and
therewith a high Coulomb energy Fc. Typical values are 100 nm for the dimensions of
the tunnel barrier and 1{F for the effective capacitance. The resulting Coulomb energy
corresponds to a thermal energy at a temperature of 1K so that the experiment must be
performed at temperatures below 100 mK, preferably 10 mK.

As long as the Coulomb energy is much larger than the thermal energy, tunnelling
of an electron from the reservoir onto the island is suppressed for energetic reasons as
long as the gate potential equals zero (fig. 10a). At the same time, an electron cannot
leave the island due to the potential barrier between the island and the reservoir. By
means of a capacitively coupled gate electrode, the electrostatic potential of the island
can be continuously varied so that for certain values of the gate voltage an electron
can be transferred to the island or leave the island (fig. 10b). Such a SET transistor
works similar to a field effect transistor (FET), whereby the conductance is modulated
by the gate charge. This allows a SET transistor to be operated as an extremely sensitive
electrometer with a resolution of a fraction of an electron.
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Just as well as Ohm’s law is valid in the macroscopic world, it can be used to check the
three quantum effects in the microscopic world. These combined experiments are called
“closing the metrological triangle”. If the triangle closes within the combined uncertainty
of the three quantum standards, there is good confidence in the three experiments. It
must be tested whether the voltage drop across a quantised Hall resistance of a current
generated by means of the SET effect is equal to a voltage generated by means of the
Josephson effect,

h 1 h
(13) Tl~2fe~fU:6~f]~2'ef2 but UJ:RK‘ISETQ'JZLOHV!

The disadvantage of this combined experiment is the low signal level which can hardly
be measured with an uncertainty in the order of 1-107%. To solve this problem, the
current can be scaled up by means of a cryogenic current comparator. But even with a
current ratio of 10000 : 1, the voltage becomes only 400 zV and is still too small to be
measured against a Josephson voltage with the desired uncertainty.
Another and presently more promising solution is to extend the triangle to charge
a capacitor using the relation @ = C' - U. The charge can be determined by counting
electrons one by one, so that Q = n -e. As has already been shown, a quantised Hall
resistance can be compared with a capacitance with very small uncertainty so that C is
given by C' =i - e?/w - h. Therewith the equation reads:
i-e?

14 N-e=
(14) e=—

h
'n?efJ Ujy=(1pA-1s)/1pF=1V.

Assuming a current of 1 pA which charges a capacitor of 1 pF over a time period of 1s, a
voltage of 1V is generated which can easily be compared with a Josephson voltage with
the desired uncertainty. These experiments have also their bottlenecks: The capacitor
must be operated at very low temperatures in a cryostat and is charged with a few million
electrons, none of which must be lost! During the charging process, the voltage across
the capacitor increases linearly, while a sinusoidal voltage is used to compare it with Rx.
Therefore, the frequency behaviour of the capacitance must be exactly known.

6. — Maintenance and dissemination of a unit

Standard cells, Zener references and standard resistors are widely used to maintain
and disseminate the units of voltage and resistance. As there is no current standard
available for maintenance of the ampere, this unit is maintained and disseminated by
a combination of voltage and resistance standards. For most exact applications, the
secondary standards are directly compared with the corresponding quantum standards.

Until 1972, the members of the Meter Convention regularly compared their as-
maintained units of voltage with the unit kept at the BIPM to get an idea of the differ-
ences between their as maintained units (fig. 11). The national units were realised by
a bank of standard cells and corrected from time to time when the comparisons showed
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Fig. 11. — As-maintained unit of voltage before and after fixing a value for the Josephson
constant.

that the drift of the as-maintained units was too large. In 1970, most of the NMIs, BIPM
included, corrected their as-maintained units by about 10 - 1076 following the latest re-
sults obtained from the least squares adjustment of CODATA which itself was based on
the results of current balance experiments performed at different laboratories. In 1972,
the CCE (now CCEM) recommended to use a value for 2e/h = 483 594.0 GHz/V for
comparison purposes, because at that time several NMIs already run a Josephson volt-
age standard. Unfortunately, not only one value was fixed but three, because NIST and
VNIIM choose there own values corresponding to their as-maintained units. In 1990,
Kj.99 was introduced which forced the NMIs to change their as-maintained units again
by about 8 ppm in the opposite direction, so that they came close to the value they
already had before 1970. All members of the Meter Convention accepted Kj.g9. Use
of the same conventional value for the Josephson constant considerably improved the
maintenance of the national units.

Standard cells and Zener references are the most commonly used voltage standards.
Standard cells have an output voltage of 1.018 V with an internal resistance which ranges
from 2002 to 12009. The temperature coefficient is approximately 40 - 107%/K and is
formed by the difference of the temperature coefficients of the positive and negative poles
which are about ten times as large. Standards cells are characterised by a very low noise
(4nV/y/Hz) and a good long-term stability (10~"/a...107%/a). They must, however, be
handled with extreme care, because they are sensitive to loading as well as to shock and
vibration. Zener references have output voltages in a range from 1V to 10V with a very
small internal resistance of a few m€2 at 10V and 1k at the 1V level. The temperature
coefficient ranges from 5- 1077 to 5-107% at 10V, and 1-107° at the 1V level. The
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Fig. 12. — As-maintained unit of resistance before and after fixing a value for the von Klitzing
constant.

output noise of Zener references is about ten times higher than that of standards cells
(30...50nV/y/Hz). The long-term stability is comparable with standard cells (107%/a).
Due to the low internal resistance, Zener references are insensitive to loading. Due to
the sensitivity of standard cells and the robustness of Zener standards, nowadays mostly
Zener references are used. The most stable output is the 10 V output which is directly
derived from the output amplifier of the Zener diode. The 1V and 1.018 V outputs are
not as stable as the 10V output, because both are scaled down from the 10V level by
means of resistive dividers which are characterised by an additional drift. It is, therefore,
not unusual when different output voltages show different drift characteristics.

Besides the as-maintained units of voltage, the members of the Meter Convention
regularly compared their as-maintained units of resistance (fig. 12) with the unit kept
at the BIPM to get an idea of the differences between the different as-maintained units.
They were realised by a bank of standard resistors and corrected from time to time when
the comparisons showed too large a drift of the as-maintained units. In 1990, Rk.go
was introduced which forced the NMIs to change their as-maintained units by different
amounts so that they came closer to the value of the SI ohm. All the members of the
Meter Convention accepted Rk.gp and thus considerably improved the maintenance of
the national units.

Secondary resistance standards are mostly single element resistors of different kind
which depend on their value and range of application. A group of Thomas type-1 € resis-
tors is used by many laboratories to maintain the unit of resistance. A standard resistor
is expected to have an excellent long-term stability, small temperature, pressure and hu-
midity coefficients and a small thermal emf to copper. Widely used resistance alloys are
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Zeranin, Manganin, Evanohm and Isaohm. Their temperature coefficient is small and
can be positive or negative, depending on the heat treatment during artificial ageing and
the characteristic of the resistivity as a function of temperature. To insulate the resistive
element against its housing, insulators like polyethylene, polystyrene, Teflon, sapphire
or quartz are used. Note that the ratio of resistivity of insulators to conductors is 104!

Why are resistance measurements so important for metrology? Besides voltage, re-
sistance is one of the few electrical quantities which can easily be realised and measured.
The calibration range extends over 21 decades from 10 uf2 to 10 PQ. It is this enormous
dynamic resistance range, available even in common objects, which makes resistance so
useful as an indicator of other physical parameters, i.e. temperature, force and pressure.
Resistors are most widely used in sensor applications, i.e. strain gauges and thermome-
ters. Resistance is the electrical quantity most widely used by other disciplines.

Generally, a resistance is defined by the voltage drop V' caused by a current I flowing
through the resistor, similar to the definition of the ohm. The ratio of an unknown
resistor Rx and a standard resistor Rg is therefore determined by the voltage ratio of
the voltages across the resistors and the inverse current ratio of the currents flowing
through the resistors. Resistors are rarely measured by accurately measuring the voltage
and current. Usually, we use a potentiometer, a bridge or a current comparator to scale
from a known resistance to an unknown resistance. Potentiometers, bridges or current
comparators convert the accurate measurement of the voltage and the current into the
ratio of two voltages, resistances or currents. If the same current flows through both
resistances, we are talking about a potentiometric method. It is especially suited for
medium and high-ohm resistances. The resistance ratio is proportional to the voltage
ratio. If the voltage drop across the two resistors is the same, we are talking about
a comparator method. It is mostly used for medium and low-ohm resistances. The
resistance ratio is proportional to the inverse current ratio or proportional to the ratio
of the number of turns of the two windings of the current comparator.

7. — Impedance measurements

There is a lot of confusion and intimidation about impedance measurements, the
different types of connectors and the measurement configurations. Before an impedance
of any kind —resistance, capacitance, inductance— can be measured properly, it must
be clearly defined by fixing the boundary conditions, i.e. the potentials and currents
at its ports [14]. The starting point always is a 2-terminal impedance, as resistors,
capacitors and inductors may internally be considered as 2-terminal devices. A 2-terminal
impedance is defined by the voltage across and the current through those 2 terminals
(fig. 13a). Influence parameters affecting the internal impedance, such as temperature,
pressure, humidity and others, are generally related to the choice of materials and the
mechanical design and can usually be improved only by improving the environmental
conditions, especially their stability with time. Electrical parameters like dissipated
power (self-heating!), voltage, frequency, and external electric or magnetic fields may also
have a significant effect on the accuracy and repeatability of an impedance measurement.
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Fig. 13. — Definition of a 2-terminal (a)), 3-terminal (b)) and 4-terminal (c)) impedance.

As high-value resistors, capacitors and inductors are very susceptible to external cur-
rents or electromagnetic fields, they will be normally screened to protect them against
these environmental influences. Conductive shields are used to protect high-value resis-
tors and capacitances against external currents and electric fields. Magnetic shields are
used for the protection against magnetic fields; sometimes they are used in combina-
tion with electric shields. The shields are normally connected through a low impedance
to a fixed potential, preferably zero potential and will therewith eliminate any exter-
nal currents and stabilise the internal leakage currents of an impedance. A 3-terminal
impedance is defined as the voltage across the impedance divided by the current out of
the lower potential terminal (fig. 13b).

The 4-terminal configuration is used for most accurate impedance measurements.
Low-value impedances suffer from poorly defined potentials, especially if current is flow-
ing along the leads that are measuring the potential. As a solution, the potential is
measured with leads that carry no current. The potential junctions must be defined with
low impedance invariant to the current flowing through the impedance. A 4-terminal
impedance is defined as the potential drop between the high and low potential terminals
divided by the current out of the low current terminal (fig. 13c). 4-terminal impedances
are commonly used for resistance measurements of less than 100 kS2.

2-terminal pair impedances are most appropriate for reactance standards. They are
defined as the voltage at the high terminal divided by the current out of the low ter-
minal when the low potential is zero (fig. 14). As the current of the inner conductor is
forced to flow back on the outer conductor, the impedance of a 2-terminal pair is the
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Fig. 14. — Equivalent circuit of a 2-terminal pair impedance with connecting leads.

sum of the main impedance Z;5 between the terminals and the small impedance z15 of
the outer. External electromagnetic fields do not influence the impedance significantly.
Another advantage of 2-terminal pair impedances is that connecting cables have only
little influence on the impedance which can be corrected if the impedances of the cables
are known. Zgp together with the admittances Yoq, Y1 and 1/Z15 then form a voltage
divider at the high terminal which causes a small difference between the input voltage
V] and the voltage V7 at the high terminal of Z15. Zgo together with Y2 and Yo form a
current divider which causes a difference between the output current I} and the current
I> out of the low terminal of Zi5.

4

=Z12[1+ Zc1 (Ye1/2+ Y1 +1/Z19)] - [1 4+ Zoa (Ya + Yoo /2)] -

With coaxial cables 1 m in length, and at an angular frequency of w = 27 f = 10* 1 /s, the
correction term will be smaller than 1-1078. A 10pF capacitance can be measured with
an uncertainty of 1-107® with a cable 1m in length which has a capacitance of 100 pF
between the inner and the outer conductor.

Combining the concept of shielding with the concept of a 4 terminal impedance, a 4-
terminal pair impedance is obtained which is suited for the most accurate measurements
(fig. 15). At improved potential definitions, 4-terminal pair impedances are characterised
by perfect electrostatic shielding and stable internal leakages to the shield. They are used
for resistances below 100 k(2 and capacitances larger than 100 pF where highest accuracy
is important. The defining points for the potential across a 4-terminal pair impedance
are ports 2 and 4, provided that the current at these ports is zero. The defining point
for the current is port 3. As the defining points are not at the four terminal junctions of
the inner conductors of Zj;, the apparent impedance Zy will differ from Zj;.

Vs , 1
=2L=0,1,=0,V,=0=2 :
I3 ]° * * N1+ 2Y2/2) - (14 Z3Y3/2)

(16) Zn

This is referred to as the lead correction for the 4-terminal pair impedance. This correc-
tion accounts for the voltage divider at terminal 2 (Zs, Y3/2) and the current divider at
terminal 3 (Z3, Y3/2).
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Fig. 15. — Equivalent circuit of a 4-terminal pair impedance.

8. — Bridge and ratio techniques

There are common concepts which reoccur in many impedance bridges. Understand-
ing of these concepts can help to mentally translate an intimidating and confusing web
of networks into just a simple bridge with a few wires. Bridge and ratio techniques are
used to compare impedances of the same kind or of different kinds [14]. Impedances are
rarely measured by precise voltage and current measurements. Usually, a bridge will be
used to scale from a known impedance to an unknown impedance. Bridges convert the
accurate voltage measurement into the ratio of two voltages or two known impedances,
respectively. This has other advantages: one single detector instead of two, a null detec-
tor instead of a linearly calibrated detector and a low source output impedance and, thus,
lower noise. The Wheatstone bridge (fig. 16b) is a variation of a potentiometer (fig. 16a)
which requires no voltage or current measurements, but only impedance ratios. This
bridge is insensitive to the accuracy or the stability of the voltage supply. Interchanging
the ratio impedances Z, and Z}, allows for accurate 1 : 1 measurements.

The Kelvin double bridge (fig. 17a) is a 4-terminal version of the Wheatstone bridge
in which the ratio is still provided by two 2-terminal impedances Z, and Z,. The Kelvin
Network with the impedances K, and K3, combines the two low potential leads of the
4-terminal impedances Zx and Zg into a single detection port. K, and Ky, are adjustable
impedances. They are adjusted so that K,/ K}, = Zx/Zs. At bridge balance, an increase
in Z) (or addition of a small voltage in the connecting leads) does not change the reading
of the central null detector. Kelvin networks are used at DC and low frequency in many
high-accuracy 4-terminal and 4-terminal pair bridges.

The Warshawski bridge (fig. 17b) is similar to the Kelvin double bridge, but a pair of
4-terminal impedances Z, and Z}, now determines the bridge ratio. This requires two low-
potential Kelvin networks to combine the potential leads of Z, and Z}, and Zx and Zg,
respectively, into a single detection port for each impedance pair. The two low-potential
Kelvin networks are adjusted in such a way that an increase in the impedance of the link



ELECTRICAL METROLOGY 115

Fig. 16. — Comparison of two like impedances using a potentiometer (a)) or a Wheatstone
bridge (b)).

between each two impedances does not change the reading of the main null detector. In
a similar way, the two high-potential Kelvin networks make the bridge insensitive to the
impedances in the potential leads of the main impedances. They are adjusted so that
the detector does not respond to changes in the connecting leads of the high terminals of
these impedances. Like the Wheatstone bridge, the bridge is insensitive to the accuracy
or stability of the source. Kelvin networks are used at DC and low frequency in many
high-accuracy 4-terminal bridges for low-value impedances.
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Fig. 17. — Comparison of two like impedances using a Kelvin double bridge (a)) or a Warshawski
bridge (b)).
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Fig. 18. — Principal circuit of a current comparator.

Current comparator bridges convert the accurate voltage and current measurement
into the ratio of two currents or into a turns ratio (fig. 18). DC current comparators are
used to compare low- and medium-valued resistances [15]. They consist of two current
sources PCS and SCS which supply currents Ix and Is to the two resistors. These
currents also flow through the windings Nx and Ng of the comparator. One of the
current sources, SCS, is controlled by a flux detector which detects equilibrium of the
ampere turns in the two windings and adjusts SCS in such a way that the current ratio
is equal to the inverse turns ratio. By variation of Nx, the difference in voltage drops
across the resistors can be zeroed. Then the ampere turns of the two windings Ix Nx
and IgNg are equal, and hence the ratio of the two resistances is equal to the turns
ratio Rx/Rs = Nx/Ns. The DC current comparator bridge is a 4-terminal ratio bridge
with good linearity and a resolution which depends on the number of winding turns Nx.
Commercial bridges with range extender cover a range from 10 uf2 to 10 k2.

A Hamon resistor is a combination of n nominally equal resistors which can be con-
nected in series and parallel, thus forming resistance ratios Rs/R, = n? (fig. 19). In
the series mode, the total resistance is given by the sum of the single elements which is
equal to Ry =n- R(1+ > 40/n). ¢ is the small deviation of the resistor from its nomi-
nal value. In the parallel mode, special auxiliary networks ensure that nearly the same
current flows through each resistance element. In this way, the total resistance is given
by R, = R/n-1/(1+>.6/n+ 3 62/n). When the two equations are combined, a ratio
of the series to parallel resistance is obtained which is close to n2. Deviations from the
actual resistances of the elements from their nominal value have a second-order effect.

Ry 5 D062
17 — =n"+=.
(17) R
Hamon resistors allow resistance ratios with an uncertainty in the order of 1-1072 to be
realised. Commercial devices cover a range from 12 to 1 GS2.
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Fig. 19. — Hamon resistor in a serial (a)) and parallel (b)) connection.

For the transition from DC bridges to AC bridges (fig. 20), voltage sources are re-
placed by transformers or inductive voltage dividers (IVD’s), resistors by impedances,
null current detectors by injection or detection transformers, single wires by coaxial
cables with current equalisers, and voltage null detectors by phase sensitive lock-in am-
plifiers [14]. Balancing of an AC bridge always requires two adjustments, the in-phase

| @l| .
(D) =
| %

| Rs

Fig. 20. — Transition from a DC to an AC bridge.
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Fig. 21. — Principal drawing and equivalent circuit for a single-stage (a)) and a two-stage (b))
transformer.

and the quadrature balance, because AC quantities are characterised by their real and
imaginary part or by their modulus and argument.

Single-stage transformers (fig. 21a) consist of two windings wound around a high-
permeability core. If they are operated to generate a voltage ratio, i.e. with negligible
output current, the voltage ratio is given by the turns ratio reduced by the ratio of the
stray impedance of the primary winding and the main impedance of the transformer

‘/2 N2 Zsm
18 —=—11- .
( ) Vi ni ( Zm)

With a two-stage transformer (fig. 21b) it can be achieved that the voltage ratio comes
closer to the turns ratio by several orders of magnitude. A two-stage transformer con-
sists of two cores, a magnetising core and a ratio core. The magnetising winding is only
wound around the magnetising core, while the two ratio windings surround both cores.
The deficiency of the flux in the magnetising core is compensated by the much smaller
flux in the ratio core which is produced by an electromagnetic force due to the discrep-
ancy between the exact flux of an ideal transformer and the smaller flux provided by
the magnetising core. The secondary voltage is the sum of the output voltages of the

magnetising and ratio cores Vo, and Vs,

E—@ V2r7@ 1izstsr
Vrlivl Vlinl Zm Zr .

(19)

Vom is identical with the output voltage of the single-stage transformer while V5, is this
voltage reduced by a term Zgy,/Zym. The stray impedances of a two-stage transformer
only have a second-order effect on the voltage ratio which comes close to the turns ratio.
With a well-designed transformer, Z;/Z can easily be reduced to below 1073, Bridge
transformers and IVD’s can either be one-stage or two-stage devices, depending on the
field of application.
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Fig. 22. — Principal drawing, equivalent circuit and realisation for a current equaliser.

Current equalisers are used to equalise currents in the inner and outer conductor
of coaxial cables which therewith become magnetically astatic (fig. 22). A current
equaliser can easily be established by threading a coaxial cable a few times through
a high-permeability toroidal core. To equalise the currents in a network, one current
equaliser is required for each mesh of the network. By equalising the currents in the
inner and outer conductors, the network becomes insensitive to external electromagnetic
fields and, at the same time, does not disturb its environment, because no magnetic field
is generated outside the coaxial cables. The function of a current equaliser is that of a
1 : 1 current transformer. The secondary current, i.e. the current in the outer of the
coaxial cable, is nearly equal and opposite to the primary current, i.e. the current in
the inner of the coaxial cable. Due to the equaliser, the small impedance of the outer
conductor z increases the impedance in the circuit of the inner conductor Z.

In coaxial bridges it is very useful to be able to either introduce a generator of a
small voltage AV at a point along the inner of a coaxial cable or to detect the vanishing
of a current ¢ = 0 at a point along the cable. This is, for example, very important for
fulfilling the defining conditions of a 4-terminal pair impedance. Both can be achieved
by using an injection/detection transformer. Such a transformer is a n : 1 transformer
whose primary is the n turns on a toroidal magnetic core and whose secondary is the
single turn of the inner of a coaxial cable. The screen of the coaxial cable which forms
the secondary winding must be gapped to prevent shortening of the primary winding of
the transformer.

Figure 23 shows a classical four-arm bridge with the main admittances Y7 ...Y;. The
stray admittances of the main components are concentrated in the two source admit-
tances Y and Y¢ and the two detector admittances Yp and Y{). After balancing of the
bridge, points “a” and “b” will be at the same potential, but not necessarily at earth
potential. This makes the bridge very sensitive to changes in the detector admittances.
This problem can be solved by adjusting the source admittances so that points “a” and
“b” are not only at the same potential but also at earth potential. This condition is ful-
filled when the ratio of the source admittances equals the ratio of the main admittances.
Note that Y3, Yz, Yg and Yg form a bridge which is balanced, if Yg/Y¢ = Y3/Yy = Y1 /Y5.
The main balance is then insensitive to changes of the detector admittances, because
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Fig. 23. — General four-arm bridge with source and detector balance.

they are now shortened. In a similar way, an adjustment of the detector admittances can
be performed by applying the reciprocity principle, i.e. the unchanged behaviour of a
bridge when source and detector are interchanged. In this case, Y5, Ya, Yp and YY) form
a bridge which is balanced if the condition Yp/Y} = Y1/Ys = Y2/Y, is fulfilled. This
balance makes the bridge insensitive to changes of the source admittances. Both auxil-
iary balances gain, so that adjustment of both with an accuracy of 1- 1072 is sufficient
to ensure that shunt impedances do not affect the bridge balance by more than 1-1076.
Figure 24 shows how these principles can be applied to a 1 : 1 ratio bridge to compare
4-terminal pair impedances. The bridge is formed by the main transformer Ts which
is a two-stage IVD and by impedances Zy and Zs. Bridge balance is controlled by the
lock-in amplifier Det together with a preamplifier. The 4-terminal pair conditions on the
high voltage side are controlled by nulling of the two detection transformers at the +U
and —U terminal of Ty and adjusting the two current sources D3 and Dj accordingly.
The main balance of the bridge is performed by means of D; together with Inj; and
D, together with Cq. The in-phase balance is achieved by injecting a small voltage in
addition to one of the voltages of the main bridge divider and therewith altering the ratio
of +U and —U. The quadrature balance is made by injecting a small current into the
detector point of the bridge generated by the voltage source Dy and the capacitor Cq. A
Kelvin network is used to fulfil the 4-terminal pair conditions on the low-voltage side of
the impedances and to combine the two potential leads into one single detection point.
The source balance ( Wagner balance) is made by injecting a small voltage into the zero
tap of the bridge supply by means of D4 and Inj, so that the zero tap of the main bridge
divider is at zero potential with no current flowing through this tap as detected by Det,.
The bridge is fully balanced by repeating the main and auxiliary adjustments several
times until the detector reads zero for all balances at the same time. After this has been
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Fig. 24. — Realisation of a 4-terminal pair bridge for a comparison of like impedances.

done, the balance condition is given by
(20) Zy = Zr/ (1 + a+jpwCqZr),

with « and 8 being the settings of dividers D; and D, for the main bridge balance.
For a 1 : 1 ratio bridge, the error of the main bridge divider Ts can be determined by
performing two bridge adjustments, with and without reversal of the windings of Ts.

9. — AC/DC transfer

AC/DC transfer techniques form the interface between DC and AC measuring tech-
niques. They are the prerequisite for accurate voltage, current and power measurements
in a wide frequency range. Equivalence of AC and DC quantities is achieved when they
produce the same electrical power which leads to a temperature increase in a heating
element sensed by means of a thermal converter [16]. Today’s electronic instrumentation
demands most accurate calibration of AC voltages, currents and power. In a frequency
range from 100 Hz to 100 MHz, thermal methods are used, whereas for frequencies from
DC to 100 Hz sampling methods are predominating. The voltage range for transfer mea-
surements extends from less than 2mV to 1000 V with a basic uncertainty of 1 to 10 uV/V
at 3V in a frequency range from 10 Hz to 1 MHz. Current transfer measurements can be
performed in a range from 3mA to 100 A with an uncertainty of 3 uA/A at 10mA in a
frequency range from 10Hz to 100 kHz. In the overlapping frequency range from 10 Hz
to 100 Hz, thermal and sampling methods agree within one part in 106,
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Fig. 25. — Thermoelectric effects of a single-junction thermal converter: a) first-order Thomson
heat component; b) first-order Peltier heat component; c) second-order Thomson heat compo-
nent (independent of current direction).

Thermal converters work in accordance with the equivalent heating power principle,
i.e. the equivalence of the Joule heat of a DC and AC current in a heater. The Joule
heat leads to an increase in temperature at the hot junction of a thermocouple which can
be measured by the Seebeck effect. The Seebeck effect describes a phenomenon where
an electrical potential E' is generated when a material with a differential thermoelectric
force @ is exposed to a temperature gradient gradT, E = @ - grad T. In practice, the
electric current flows through a thin resistive wire generating a Joule heat which causes
an increase in temperature (7},). This temperature is very sensitively measured by means
of a thermocouple made of the materials A and B: V = a(T}, — T¢.), T, is the temperature
of the cold junction. The thermoelectric voltage is measured with a nanovoltmeter. It
is very important that the connecting leads to the voltmeter are of the same material
C or of a material having the same Seebeck coefficient and that they are at the same
temperature T, as the low temperature junction of the thermocouple. Otherwise, an
unwanted additional thermoelectric voltage will be generated which leads to an erroneous
measurement. A single-junction thermal converter consists of a thin heater wire and
a centrally arranged thermocouple in an evacuated glass bulb. The thermocouple is
insulated from the heater by means of a bead. Due to their small dimensions, single-
junction thermal converters are distinguished by a good frequency characteristic. Their
sensitivity is, however, much smaller than that of multijunction thermal converters, and
their AC/DC transfer error cannot be calculated with the desired low uncertainty.

Thermoelectric effects (fig. 25) appear when different materials are connected or when
a temperature gradient exists within a material. These effects cause a change in the
temperature distribution along the heater for DC+, DC- and AC and therewith cause
an AC/DC transfer error. First-order Thomson effect: In addition to the Joule heat, a
Thomson heat exists which is proportional to the Thomson coefficient o, the current I
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Fig. 26. — Multijunction thermal converters in 3D (a)) and planar (b)) design.

and the temperature difference AT, QT = +0 - I - AT. This effect only exists for DC,
because due to the thermal inertia the temperature cannot follow for AC. Peltier effect:
In a steady-state condition, the Peltier effect causes a linear temperature gradient along
the heater caused by the connection of the heater to the support leads. Note that the
heater and the support leads are normally made of different materials! Again this effect
only exists for DC. Second-order Thomson effect: As the Thomson coefficient o does not
only depend on the material but also on the absolute temperature, an additional Thomson
heat is generated which depends on the temperature. This heat and, therewith, changes
in temperature, are independent of the current direction. The three characteristics in the
upper part of the graph summarise all these effects and show the temperature distribution
along the wire for AC, DC+ and DC-. It results in a temperature change between AC
and DC and therewith leads to an AC/DC transfer error. These effects limit the accuracy
of a single thermal converter; they can be drastically reduced or even eliminated when
multijunction thermal converters are used for which the temperature distribution along
the heater is nearly constant.

Work at PTB on AC/DC transfer started with the development of 3D multijunc-
tion thermal converters (fig. 26a). The heater is formed by a twisted bifilar wire. It
is supported by 60 to 120 thermocouples which are connected in series and allow the
temperature difference between the heater and the copper post to be measured with a
resolution of 1-10~7. The AC/DC transfer differences are due to reactive components,
skin effect and dielectric losses. They were calculated with an uncertainty of 3-10~7 in
a frequency range from 10 Hz to 100 kHz. The construction of 3D multijunction thermal
converters is most sophisticated and time-consuming as complicated manual work has
to be done under the microscope with wires of only 10 to 20 um in diameter. Due to
the construction of MJTC’s, first- and second-order thermoeffects do only have negligi-
ble influence on the AC/DC transfer error, because the larger number of thermocouples
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equalises the temperature along the heater and therewith eliminates these effects. Due to
the larger output voltage, the temperature difference between the hot and cold junctions
can be kept small without loosing sensitivity. The bifilar design of the heater (the current
flows in both directions!) together with a good thermal connection between the support
leads keeps the Peltier effect small.

In planar multijunction thermal converters (fig. 26b), manual manufacture can be
replaced by photolithography, thermal evaporation and sputtering techniques [17]. A
silicon chip acts as a heat sink. In the middle, a window is opened by anisotropic etching
so that only a thin membrane is left. To avoid mechanical stress which would destroy the
membrane, it is designed as a sandwich of SizgN4-SiO2-SigNy. It exhibits poor thermal
conductivity. The heater and the hot junctions are placed on the membrane, while
the cold junctions are deposited on the silicon chip. The converter chip is pasted on a
ceramic carrier, and the electrical connections are made by bonding. A disadvantage
is the small time constant (30 ms) of the heater-thermocouple-membrane system which
is characterised by an increase of the AC/DC transfer error at frequencies below about
100Hz. To increase this time constant, a silicon obelisk can be arranged below the
heater (not shown). It is also formed by anisotropic etching and increases the time
constant 7 (1.3 s instead of 30ms). In this way, the transfer error can be decreased for
low frequencies. At the same time, thermoelectric effects become negligible, because the
temperature along the heater is equalised.

The AC/DC transfer is based on the equality of heating power at AC and DC, moni-
tored by equal output voltages Epc and Fac of the converter. For voltage transfer, the
power at AC and DC is given by

2 Re {ZH} o 2 1

21 kLl :
( ) AC |ZH‘2 DCRH

resulting in an AC/DC transfer error of

_ Vac—Vbe _ | Zu|

VDC Eac=Epc \/RH -Re {ZH}

For current transfer, the power at AC and DC is given by

(22) ov

(23) IiC Re{Zn} = IJQDCRHa

resulting in an AC/DC transfer error of

_ /Afl
Eac=Epc Re {Zn}

Ipc — T
(24) §; = A€~ DC
Inc

Reasons for transfer errors are:
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1) The modulus and the in-phase component of the heater resistance at AC (| Zy| and
Re{Zy}) differ from the value at DC (Ry).

2) The temperature along the heater differs for AC and DC due to secondary ther-
moelectric effects.

3) The characteristic of the thermal converter does not exactly follow a quadratic char-
acteristic. This effect increases with decreasing frequency, because the temperature
of the heater can then follow the instantaneous value of the heating power.

Transfer differences of a thermal converter strongly increase towards low frequencies
(fig. 27a). The reason for this difference is the time constant of the converter. As soon
as the time for half a period of the input signal comes into the order of the time con-
stant of the converter, the temperature of the heater can follow the Joule heat, and the
output voltage starts to oscillate with twice the frequency of the input signal. Due to
non-linearities between input and output voltage, the transfer error increases with de-
creasing frequency, because the maximum temperature of the heater increases as well.
An obelisk below the heater shifts these transfer errors to even lower frequencies, be-
cause it increases the thermal time constant (1.3s instead of 30ms). The increase in
the transfer error at low frequencies with higher heater resistances can be explained
by a non-uniform distribution of the temperature across the heater cross-section, be-
cause the thickness of the heater decreases with higher resistances and the temperature
cannot reach equilibrium. The capacitance between different parts of the heater, the
self-inductance of the heater, skin effect, dielectric losses, and the capacitance and mu-
tual inductance between the heater and the thermocouples influence the high frequency
behaviour of a PMJTC (fig. 27b). There are two opposing effects which influence the
transfer error at high frequencies: the skin effect and the conductance due to capacitance
losses between the heater and the hot junctions. The AC/DC transfer difference caused
by the skin effect is inversely proportional to the heater resistance, i.e. it increases with
decreasing heater resistance. The AC/DC transfer difference caused by the conductance
decreases with increasing heater resistance. The transfer errors measured at higher fre-
quencies clearly show these dependences. PMJTC’s on a quartz membrane improve the
high-frequency behaviour and, at higher frequencies, are characterised by transfer errors
which are one order of magnitude smaller than those for thermal converters on a silicon
sandwich membrane.

The 2-channel-method (fig. 28a) is used to compare an unknown thermal converter
with a reference converter with known AC/DC transfer error. The heaters of the two
thermal converters are connected in parallel. It is important to connect the housing of the
converter and its input and output circuits to ground to protect the insulation between
the heater and the thermocouples against damage. If we suppose that the AC voltage
is the same for both thermal converters and that the two DC voltages are nearly equal,
the difference dy — ds is given by (Upy — Ups)/Uy. As this method is very sensitive to
instabilities of the input voltages, the differential measurement method (fig. 28b) is used
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Fig. 27. —a) AC/DC transfer error at low frequencies; b) AC/DC transfer error at high frequen-
cies.

for most precision measurements of a DUT against a standard. It is insensitive to the
drift of the input voltages. Necessary prerequisites for this method are with V, = k- V"

1) The exponents for the relation between input and output voltage agree within 1073.

2) The proportional factor ky and ks can be adjusted to the same value by means of
a load resistor in one of the output circuits.

3) The time constants of the two converters are nearly equal.
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Fig. 28. — a) 2-channel-method for comparing thermal converters; b) differential measurement
method for comparing thermal converters.

On these conditions, the difference dy — dg is given by the differences of the output volt-
ages at AC and DC related to ng times the output voltage at DC (AUus — AUsg) /nsUap-
The measurements are performed under computer control. The computer equally ad-
justs the time intervals between DC and AC measurements. With a PMJTC directly
connected to a voltage source, a range from 100 mV to 3V can be covered with PMJTS’s
having different heater resistances. Above 3V, a series connection of a range resistor
and a PMJTC must be used. For a voltage step-up it is always necessary to have a
certain overlap between the different PMJTC’s and range resistors. In this way, an AC
voltage scale ranging from 100mV to 1000V can be established. For voltages below
100 mV, voltage dividers or micro-potentiometers are used which allow the voltage scale
to be scaled down to 2mV. Even smaller voltages in the ©V range are presently under
development.

For a comparison of two thermal current converters (fig. 29), both converters must
be connected in series which causes a common mode voltage for the upper converter. By
means of a sophisticated guard technique it can be guaranteed that exactly the same
current is fed to both converters. This technique consists in a symmetrical arrangement
of the DUT (TCx) and the standard (TCy). The upper converter is connected to the
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Fig. 29. — Comparison of two thermal current converters.

circuit topside down. Parasitic capacitances between the heater and the thermal elements
are therefore constant and independent of the converter position, and both converters
can be exchanged without changing the transfer difference. With a PMJTC directly
connected to a current source, a range from 3 mA to 10 mA can be covered with PMJTS’s
of different heater resistances. Above 10mA, a combination of a shunt together with a
PMJTC must be used. For a current step-up, it is always necessary to have a certain
overlap between the different PMJTC’s and shunts. In this way, an AC current scale
ranging from 3mA to 20 A can be established. As PMJTC’s on a quartz substrate have
a higher current capability, the current step-up can be made with a smaller number of
steps and, therewith, with a smaller uncertainty. Even higher currents of up to 100 A are
presently under development. The frequency range extends from 10 Hz to 100 kHz and
will be extended to 1 MHz.

10. — Power and energy measurements

Power and energy measurements will gain in importance due to the limited resources
and renewable energy sources which require special measuring techniques. Ensuring a
consumer-oriented reliable and sustainable supply of electric power in view of the in-
creasingly scarce and expensive resources will be one of the future challenges of society.
Metrology must contribute to the solution of this problem by providing enhanced mea-
suring capabilities for the quality and efficiency of electrical power, and by monitoring
and protecting power apparatus. In the Federal Republic of Germany, electric energy
of approximately 50 000000 000€ per year is consumed. This is equivalent to an energy
consumption of 480000000 000kWh per year. More than 95% of all electricity meters
used in Germany for invoicing are electromechanical induction meters. 42 million of
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them are in use to measure the private consumption in households. About 650 thousand
transformer-connected electronic meters measure the industrial consumption. Electrical
power measurements —and other areas of metrology as well— are hierarchically struc-
tured. To serve our customers in industry and in the private sector, an unbroken chain
of measurements from the national standard to the meters used by our customers must
be established. To calibrate electronic and electromechanical meters with the desired
accuracy, the standards kept at the test centres should be about one order of magnitude
better than the meters under test and this is the case with the working standards at the
NMTI’s. This means that power measurements are required with an uncertainty of a few
parts in 10°. These primary standards have to be compared with the primary standards
of other NMI’s to guarantee world-wide uniformity of energy measurements. Power mea-
surements are traceable to the units of voltage, resistance and time which are realised by
macroscopic quantum effects (Josephson and quantum Hall effects) and atomic clocks.

Let us consider an AC generator which generates a sinussoidal output voltage w(t)
and supplies a current i(¢) to a complex load. The real power dissipated in this load
is the time integral of the instantaneous power which the product of the instantaneous
voltage and current values:

(25) P = f/o u(t) - i(t)dt = %/0 p(t)dt =U - I -cosy,

with U and I being the effective voltage and current values and ¢ the phase shift between
them. The apparent power S = U - I and the reactive power Q = U - I - sinp can be
calculated in a similar way. The electrical energy is the time integral of the instantaneous
power:

(26) W= /Tp(t)dt _ Pt

It equals P-t for a time interval ¢, provided the power is kept constant over the integration
time.

The effective value of a voltage can be measured by sampling the sine-shaped signal
u(t) with period T using an integrating sampling voltmeter with ¢; being the integration
time of the voltmeter and ¢s the sampling interval. n is the number of samples per
period. Only if the following conditions are fulfilled, can the rms value of the voltage be
calculated with the desired small uncertainties from the samples Us:

1. the sampled signal must be sine-shaped and periodic (period T'),
2. the distortion of the signal must be negligibly small,

3. following the Nyquist criterion, the number n of samples per period must be > 2,
and

4. the number of samples n must be an integer number, i.e. n -ty =T.
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In this case, the effective value can be calculated by

(27) Urms = Sinc o -

n
1 E 2
_— UZ ,
n -
i=1

with

(28) Sinco — sinov sin(mt; /ts)
o 7t; [ts

The PTB calibration system for active, reactive and apparent electric power (fig. 30) is
based on digitally synthesised AC voltages, the synchronous sampling of two AC signals
with one sampling voltmeter and on the determination of their complex AC voltage
ratio by means of discrete Fourier transform [18]. The two-channel AC voltage source
generates two sinusoidal voltages U, and U,, which, after amplification and conversion
into a current, are fed into the DUT (U and I). Their frequency f is derived from the
clock signal provided by the sampling voltmeter. By means of a voltage transformer and
a current transformer with an AC shunt, voltage U and current I are converted and
scaled-down to voltages U, and U, which are sampled by the sampling voltmeter. A PC
assumes the sampled values and performs the Fourier transform. The voltages U, and
U, are sampled alternately depending on the setting of the signal switch. The measuring
cycle starts with sampling U, over 8 periods, only 5 periods being used for the Fourier
transform to prevent distortions due to the switching of the signals. U, is sampled in
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an identical way. As the two voltages are sampled subsequently, the short-term stability
of the double voltage source is of great importance. To calculate the real, apparent and
reactive power from the voltage U and current I applied to the DUT, U must derived
from U, and the ratio of the voltage divider, U = U, - K. I can be obtained from U,,
the shunt impedance Z and the ratio of the current transformer, I = I, - Ky =U,/Z- K.
The phase shift between U and [ is the arctangent of the quotient of the imaginary and
real part of the complex ratio I/U, given by the quotient U, /U, the quotient of the
transformer ratios K;/K, and the inverse shunt impedance 1/Z. The ratio U,/U, is
determined by discrete Fourier transform. Within the basic range U = 120V, I = 5 A,
cosp = 0...1 (active and reactive power), active, apparent and reactive power can be
measured with an uncertainty below 5 parts in 10° and a probability of 95% (k = 2).
This uncertainty doubles if the voltage and current ranges are extended from 60V to
240V (test points 40% to 120%) and from 0.1 A to 10 A (test points 40% to 120%) which
corresponds to a range of apparent power from 1 VA to 3600 VA.

11. — International comparisons

Globalisation also asks for a harmonisation of metrology. International comparisons
guarantee the uniformity of measurements and therewith make a valuable contribution
to this process. In the globalisation era, metrology must follow the economic develop-
ment, i.e. for a NMI it is no longer sufficient to keep the national standards with the
desired accuracy, but it must also compare them with the standards of other NMI’s on a
regional and international level. To do this, CIPM introduced a Multilateral Recognition
Arrangement (MRA) for the mutual recognition of national measurement standards and
of the calibration and measurement certificates issued by National Metrology Institutes
(NMT’s) which provides the necessary framework for these activities [19]. International
comparisons have a long tradition in the Consultative Committees (CC’s) of the CIPM
and the Regional Metrology Organisations (RMQO’s). They gained in importance with
the introduction of the MRA of the CIPM. Key comparisons form the technical basis of
the MRA. Their role is to test the principal techniques in each field, to provide data for
calculating the degree of equivalence of national standards and therewith give mutual
confidence in the measurement capabilities of the participating NMI’s. Key comparisons
are carried out by the BIPM or the CC’s of the CIPM (so-called CIPM key comparisons)
or the RMO’s (so-called RMO key comparisons). The organisations active in organising
comparisons are APMP, COOMET, EUROMET and SIM.

A close-meshed network of comparisons covers the field of AC/DC transfer for voltage
and current in different ranges and at different frequencies. A comparison always starts
with a CCEM comparison which is supplemented by RMO comparisons of the same
kind. As a few laboratories participate in both, the CCEM and the corresponding RMO
comparison, there is always a close link between these comparisons which allows the re-
sults to be compared directly. CCEM-KG6.a is the basic comparison for AC/DC transfer.
It was performed at 3V in a frequency range from 1kHz to 1 MHz with utmost accuracy.
In total, 45 laboratories participated in the CCEM and the corresponding RMO com-
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Fig. 31. — Results of the CCEM key comparison CCEM-K6.a for AC/DC transfer.

parisons. Figure 31 shows the results of the CCEM comparison at 1kHz, which are very
satisfying, and furnish the proof that the participants are able to make AC/DC transfer
measurements with utmost accuracy. The results of the 22 participants agree with each

other within less than 1 part in 10° which is well within their stated uncertainty demands.
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Fig. 32. — World-wide network of comparisons for electric power.
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CCEM-K5, a key comparison on AC power, is another example. Together with the
RMO key comparisons, four comparisons were organised in different regions. The com-
parison was made at 120V, 5 A and at a frequency between 50 Hz and 60 Hz for power
factors 1 to zero (leading and lagging). More than 50 laboratories participated in these
comparisons. Again all participants agree well within their stated uncertainties. To-
gether with the RMO key comparisons, the CCEM key comparisons form a world-wide
network of comparisons as can be shown, for example, for the K5 comparisons on AC
power (fig. 32). The white circles denote the pilot laboratories (NIST, NMIA and PTB),
two circles at the same place mean that this laboratory acted as linking laboratory for
two comparisons (Australia and Singapore for APMP.K5 and UK, Sweden, Italy and
Germany for EUROMET.EM-K5). This map impressively shows the international role
which metrology plays today.
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The application of the Josephson and quantum Hall
effects in electrical metrology
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1. — Introduction

During the last century, the International System of Units —the SI— has evolved from
an artefact-based system to a system mainly based on fundamental constants and atomic
processes. The modern units have major advantages over their artefact counterparts:
they do not depend on any external parameters like the ambient conditions and, most
important, they do not drift with time. In addition they can be simultaneously realized
in laboratories all over the world which strongly simplifies and improves the traceability
of any measurements to the primary standards.

With the discovery of the Josephson and the quantum Hall effects, two electrical
quantum standards became available. As an important consequence, the worldwide
consistency in the realization and maintenance of the electrical units and the electrical
measurements based on them has improved hundredfold in the last decade. The two
quantum effects will certainly also play a major role in the next modernization of the
SI when the last base unit still based on an artefact, the kilogram, will be linked to
fundamental constants.

In 1962, Brian Josephson published a theoretical study on transport phenomena
in weakly coupled superconductors [1]. The prediction of quantized voltage steps in
such systems, called Josephson junctions, was experimentally confirmed by Shapiro [2].
When a Josephson junction is exposed to an electromagnetic radiation of frequency f,
its current-voltage characteristic exhibits precisely quantized voltage steps (see fig. 1)
described by the relation V,, = nf/Kj where n is the step number. Kj is the Josephson
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Fig. 1. — a) Current-voltage characteristic of a weakly damped Josephson junction. b) Measure-
ment of the Hall resistance Ry and of the longitudinal resistance Ry, for a GaAs heterostructure
at a temperature of 0.3 K.

constant which —according to the present theoretical and experimental evidence— is
given by

(1) Ky =2¢/h,

where e is the elementary charge and h the Planck constant.

The quantum Hall effect (QHE) was discovered in 1980, when Klaus von Klitzing was
investigating the transport properties of a Si-MOSFET device at very low temperature
and high magnetic field in Grenoble [3]. The discovery, which was totally unanticipated
by the physics community, relied on the existence of a two-dimensional electron gas
(2DEG) in a semiconducting device. The great technological progress that followed the
invention of the transistor led to the realization of the first 2DEG in semiconducting de-
vices in the middle of the sixties. When a QHE device (an heterostructure or a MOSFET)
is placed at low temperature in a strong magnetic flux B perpendicular to the plane of
conduction, regions appear in the Hall voltage vs. magnetic flux curve for a heterostruc-
ture (or in the Hall voltage vs. gate voltage in case of a MOSFET) where the Hall voltage
is constant over a certain range of B (or over a certain range of gate voltage). On these
plateaus, the Hall resistance Ry is quantized and described by Ry = Rk /. Rx is the von
Klitzing constant and ¢ is the plateau number. The longitudinal voltage along the probe
displays a markedly oscillatory behaviour (Shubnikov-de-Haas effect). The plateaus in
the Hall voltage thereby fall together with extended minima in the longitudinal voltage
(see fig. 1). As the temperature is lowered, the voltage in these minima becomes so small
as to be unmeasurable, and consequently, as absolute zero is approached, the current flow
through the probe shows zero dissipation. There is an impressive amount of evidence
supporting the relation

(2) Rx = h/e>.
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In the next section, the implication of the discoveries of the two quantum effects
will be summarized. The following sections will be dedicated to a short review of the
application of the Josephson and quantum Hall effect in electrical metrology.

2. — The conventional system of electrical units

The Josephson and quantum Hall effects can be used to realize very reproducible
voltage and resistance values which, to our knowledge, depend only on natural constants.
To be used as practical standards, the value of the Josephson and von Klitzing constants
have to be known in SI units. In the SI, the electrical units are defined in terms of the
mechanical base units metre, kilogram and second through the definition of the ampere
and the assumption that electrical power and mechanical power are equivalent. To put
the concept of the electrical units in practice, it is sufficient to realize two electrical units
in terms of the metre, kilogram and second. At present, the ohm and the watt are the
two chosen units, since they are the most accurately determined.

2'1. The determination of Rk and Kj. — To measure the von Klitzing constant, the
quantized Hall resistance (QHR) has to be compared to a resistance standard whose
value is known in SI units. In practice, the unit ohm is realized by means of a calculable
cross capacitor based on an electrostatics theorem discovered in 1956 by Thompson and
Lampard [4]. When the theorem is correctly put into practice, the cross capacitance
depends only on the capacitor length. Using a.c. bridge techniques, the capacitance of
the calculable capacitor is scaled to a value which can be compared to the resistance
of an a.c. resistor using a quadrature bridge. After proper scaling, this a.c. resistor is
compared to another a.c. resistor which has a small and calculable a.c./d.c. difference.
D.c. techniques are finally applied to link the calculable resistor to the QHR.

Despite the long and complicated measurement chain, an accuracy of a few parts in
108 is reached using this method [5-7].

There is an important consequence of the QHE in the field of fundamental constants
which should also be addressed here. The von Klitzing constant Rk is related with the
fine-structure constant through the simple relation

®3) Rx = —5=-—

In the SI, the permeability of vacuum pg and the speed of light ¢ are fixed quantities
with po = 47 x 107" NA~2 and ¢ = 299792458 ms~!. The fine-structure constant can
thus be used to determine Rk and test possible corrections to the QHR. Conversely, if
Rk is assumed to be identical to i - Ry (i), the QHE opens up an additional route to the
determination of a which does not depend on QED calculations. In fig. 2, all the results
are shown which contributed to the least-square adjustment of «, as given in the 2002
set of fundamental physical constants recommended by the CODATA task group [8].
At present, the most accurate value for « is derived from the anomalous magnetic
moment a, of the electron measured using single electrons or positrons stored in a Penning
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Fig. 2. — Values for the fine-structure constant taken into account in the 2002 adjustment of
fundamental constants [8] The vertical lines indicate the value corresponding to Rk-90 and its
uncertainty. L'y is the value from the measurement of the gyromagnetic ratio of the shielded
proton; Ay, is related to the muonium ground-state hyperfine splitting, a. to the anomalous
magnetic moment of the electron. h/mg is the ratio of the Planck constant to various atomic
masses.

trap at 4.2K and exposed to a magnetic flux [9]. A relative experimental uncertainty
of 3.7 x 1079 has been reached so far [8]. A value for the fine-structure constant can
be obtained from the experimental value of a, by comparing it to the theoretical value
which can be, up to some insignificant correction terms due to electroweak and hadronic
interactions, expressed in the framework of quantum electrodynamics as a power series
in . The most important terms in the series can be calculated analytically, but for
some of the higher-order terms extensive numerical calculations are necessary [10]. The
uncertainty of the theoretical calculation of ae is estimated to be 1 part in 10 [8].

The second most important result taken into account in the calculation of the actual
value for o comes from the realization of Rk through the calculable capacitor assuming
Ry(i = 1) = Rk. As the comparison shows, Rk and the a. derived value for « agree
only fairly within the experimental uncertainty.

The Josephson constant Kj can be determined by comparing the Josephson voltage
to a voltage standard known in terms of the SI unit volt. The volt can be realized directly
in an electromechanical experiment where an electrostatic force arising from a voltage
is counterbalanced with a known gravitational force. The accuracy of these experiments
(see [8] for a review) is limited to approximately 0.6 £V /V.

A more accurate route to Kj is the watt balance experiment [11] in which electrical
and mechanical power are compared. If the electrical power is measured in terms of the
Josephson voltage and the quantized Hall resistance, the product K‘?RK is determined in
the experiment. The most accurate result so far was obtained at the National Institute
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of Standards and Technology (NIST) [12] with an uncertainty of 5 parts in 10® for the
product K{%RK.

2'2. Conventional values for Rk and Kj. — The best realizations of the volt and the
ohm in the ST are about two orders of magnitude less accurate than the reproducibility of
quantum standards based on the Josephson and the quantum Hall effects. Two electrical
units realized in terms of the non-electrical SI units metre, kilogram and second are
needed to make the other electrical units measurable in the SI. With the QHE and
the Josephson effect, two fundamentally stable standards are available and thus it was
realized that the worldwide consistency of electrical measurements could be improved by
defining conventional values for Rg and Kj. The Comité Consultatif d'Electricité (CCE)
was asked to recommend such values based on the data available. All the values for Ri
and Kj available by June 1988 in SI units were analysed and the following conventional
values were proposed [13]:

Rk-90 = 25812.807 (2,
KJ_go = 483597.9 GHZ/V

Relative uncertainties with respect to the SI of 2 x 10~7 and 4 x 1077, respectively, were
assigned to the two values. The conventional values were accepted by all member states
of the Metre Convention and became effective as of January 1, 1990. Due to further
progress in the experiments, the assigned uncertainty for Rk with respect to the ohm
was reduced in 2000 by a factor of two to 1 x 1077,

In the case of Rk-gg, the value chosen was essentially the mean of the most accurate
direct measurements of Rk based on the calculable capacitor and the value from the
calculation of the fine-structure constant based on the anomalous magnetic moment of
the electron [13]. In the most recent least-square adjustment of fundamental constants
carried out by the CODATA Task Group on Fundamental Constants [8], a value of
Ry = 25812.807449  with a relative uncertainty of 3.3 parts in 10° was evaluated. This
new value is in good agreement with the conventional value, Rk-g9. Figure 2 shows
the results that were taken into account in the calculation of the new Rk value and
consequently the new recommended value for «.

In the case of Kj_gg, the value chosen was dominated by the watt balance result
obtained at the National Physical Laboratory (NPL) [14] and the value of Rk. In the
CODATA 2002 adjustment, a value of Ky = 483597.879 GHz/V with a relative uncer-
tainty of 8.5 parts in 10® was evaluated. Again, this is in a very good agreement with
the conventional value Kj_gq.

3. — The Josephson voltage standard

The Josephson array voltage standards development started with the discovery of
the Josephson effect in 1962. Nowadays numerous Josephson voltage standards are in
use around the world in national, industrial and military standard laboratories. These
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standards can reach a voltage of 10 V with an uncertainty which is typically smaller than
1 part in 10°. The development, design and operation of the Josephson voltage standard
has been the subject of many detailed review papers [15-22]. The present chapter is
rather a short and basic introduction to the subject, including the new development
related to the application of the Josephson effect in a.c. voltage metrology.

3'1. Theoretical background of the Josephson effect. —In 1962, Josephson [1] predicted
several effects associated with the tunnelling of Cooper pairs in a junction consisting of
two superconducting electrodes separated by a thin insulating barrier. In particular,
when such an ideal junction is connected to an external source, the current flow through
the junction is described by the two equations

(4) I=1I.siny,
h de h
(5) _%5_%.]{]7

where ¢ denotes the phase difference between the two macroscopic wave functions of
the superconducting electrodes, I. is the critical current of the junction and i = h/2r.
The first equation (d.c. Josephson effect) implies that a current can flow without a d.c.
voltage across the junction as long as the current is smaller than the critical current. If
the critical current is exceeded, a voltage appears across the junction which gives rise to
an alternating current of frequency f; (a.c. Josephson effect). Conversely, irradiation of
the junction with microwaves of frequency f produces steps of constant voltage V,, due
to the phase locking of the Josephson oscillator to the external frequency

h
(6) Vi = nog fs
where n is the step number. These voltage steps observed for the first time in 1963 by
Shapiro [2] form the basis of the quantum voltage standard.

In a real Josephson junction, the ideal junction is always shunted by its own capaci-
tance C' and resistance R. The dynamic of such a junction is often investigated by the
so called RCSJ model [23,24]. The second Josephson equation is modified to take into
account the current flow in the resistance and the capacitor. The equation describing
the circuit when the junction is biased by both a d.c. current Iy and an a.c. current It

of frequency f = 3= is

WO d®p | hody

(7 5 a2 TR ar + I.sinp = Iy + I sin(wt).

This model properly describes the behaviour of the junction when the current is
uniformly distributed over the junction area: I. = wlJ., where w is the junction width,
[ is the junction length (in the direction of the current) and J. is the critical current
density. The dynamic of the junction is thus described by a strongly non-linear second-
order differential equation. Such non-linear systems are prone to show chaotic behaviour



THE APPLICATION OF THE JOSEPHSON AND QUANTUM HALL EFFECTS ETC. 141

T I 1 L] I I 1 I/_ 1 I
< o02f 4 5 2t _Z B
-5 (a) /- -E_ (b) ==
r . L R ey -
— ra — ET—
S0l /_[.- — = 1 .
w - s 1 w I -T— a
< 00 < 0
i 5 e
g i /_/'( ] g B i ]
W .01 - TR -
g | g 1 2L = i
& _,//- & e
S __/ ! | 1 1 I = | 7- |
1 1 1 1
-2 -1 0 1 2 -0.10 -0.05 0.0 0.05 0.10
dc BIAS I (mA) dcBIAS I (mA)

Fig. 3. — Simulated current-voltage curve computed using the Stewart-McCumber model in the
limit (a) Bc <1 and (b) Bc > 1 (after [25]).

(see [25] for a review) which must be avoided for metrological applications by a careful
optimization of the junction parameters.

For small angle, eq. (5) becomes V' = (h/2el.)dI/dt = LydI/dt, where Ly = h/2el, is
the kinetic inductance of the ideal junction. In this case, the Stewart-McCumber model
is a LCR resonator circuit with a resonance frequency w, = (L;C)Y/? = (2el./hC)'/?
called the plasma frequency. A fundamental parameter of the junction is the McCumber
parameter . defined as the square of the quality factor of the LCR resonator Q) =
R(L/C)'/?:

(8) Be = 2—h€ICR20.

In the limit 8. > 1 the junction is underdamped and shows an hysteretic I-V curve
(see fig. 3b); such junctions are used in conventional Josephson voltage standards. In the
opposite limit §. < 1, the junction is overdamped and its I-V curve is single valued (see
fig. 3a); such junctions are at the heart of the newly developed programmable voltage
standards.

When the junction is phase locked to the microwave current, the supercurrent is forced
to oscillate at the frequency f (or any of its higher harmonics nf). This synchronization
of the junction to the external current generates voltage steps V,, (given by eq. (6)) in
the I-V curve. These steps occur over a range of d.c. current A, (step width) given by
the n-th—order Bessel function J,,:

(9) AT, = 21.|J,(2eVis /)],

where Vi¢ denotes the amplitude of the radio frequency voltage across the junction.
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The accuracy of the voltage-frequency relation was tested in different types of junc-
tions and arrays [26-30]. These highly precise and accurate experiments were based on
a method using a SQUID magnetometer [31]. The most precise measurement to date
has been obtained by comparing two overdamped Josephson junctions. The difference in
voltage when the junctions were biased on the same voltage step was found to be smaller
than 3 x 10719 [28].

3'2. Conventional Josephson voltage standard. — In the early days, the voltage stan-
dard consisted of single junctions which provided only small voltages (5-10mV). Al-
though the stability of the single junction standard already exceeded the stability of the
primary Weston cell standard, comparing the Weston cell to the Josephson standard re-
quired a precise voltage divider that was difficult to calibrate with the required accuracy.
Therefore, attempts were made to increase the Josephson voltage output by connecting
several junctions in series. The most ambitious project [32] used 20 junctions in series
to produce a voltage of 100mV with an uncertainty of a few parts in 10°. A number of
20 individually adjustable current sources was needed to ensure that each junction re-
mained on the appropriate voltage step. The difficulty of the tuning procedure brought
this approach to an end.

Finally, the multiple bias problem was solved using a suggestion made by Levinsen [33]
in 1977. Levinsen showed that a junction with a large McCumber parameter (8. > 100)
can generate an hysteretic I-V curve with voltage steps that cross the zero current axis,
hence their name of zero-crossing steps (see fig. 3b). The lack of stable regions between
the first few steps shows that the voltage of the junction must be quantized, at least for
small current bias.

After the problems of junction stability and microwave power distribution were solved,
the first large array based on the Levinsen idea was fabricated [34], leading to the first
practical 1V Josephson standard in 1985 [35,36]. Improvements in the superconductive
integrated-circuit technology allowed the fabrication of the first 10V array in 1987 [37].
This array consisted of 14484 junctions that generated about 150 000 quantized voltage
steps spanning the range between —10V and 10 V. The 10V Josephson voltage standard
was then implemented in many National Metrology Institutes (NMI). The accuracy of
theses standards is determined by international comparisons between the transportable
Josephson system of the Bureau International des Poids et Mesures (BIPM) and those
of the NMI. Typically, the difference between two quantum standards is less than 1 part
in 10° at a voltage of 10 V. The best comparisons, however, have uncertainties on the
order of a few parts in 10! [38].

In the next paragraphs, the Josephson standard will be described in more details.

3°2.1. Junctions and arrays design. Nowadays, all the SIS junctions fabricated for appli-
cation in voltage metrology are based on Nb/Al,O3/Nb structures (see fig. 4). Developed
during the ’80s, this technology has several advantages:

— The sputtering of the sandwich forming the junction can be performed without
braking the vacuum. This ensures very clean interfaces and allows fabrication of
an extremely thin and homogeneous junction barrier.
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Fig. 4. — Schema of a typical SIS junction used in an large array (after [19]).

— Using Nb, the junctions are mechanically and chemically stable. This was not the

case with the lead junctions used earlier. As a result, no aging of the Josephson
arrays is observed.

— As the critical temperature of Nb is 9K, the circuit can be operated in liquid He

at a temperature of 4.2K. At a temperature of half the critical temperature, all
the superconducting parameters have approached their T' = 0 value.

The most important condition for accurate measurements using a Josephson volt-
age standard is the stability of the phase lock between the microwave current and the
Josephson oscillator. This phase lock must be strong enough to prevent the array from
frequently jumping from one voltage step to another during the duration of a calibra-

tion.

On the basis of the McCumber model, Kautz analyzed how the various junction

parameters influence the stability of the phase lock with regard to chaos, thermal noise
and uniformity of the current distribution (see [16,25] for a review). Four conditions are
required for a stable operation of the voltage standard:

1)

The junction length [ must be small enough so that the flux created by the mi-
crowave current over the junction’s surface is much less than the flux quantum

¢0 = h/2€

Both the junction width w and length ! must be small enough so that the lowest
resonant cavity mode of the junction is greater than f.

To avoid chaotic behaviour, the plasma frequency must satisfy the relation
fo < f/3. Since f, ~ J%5, the critical current density is limited to Je max =
(f/3)%(7hCs/e), where Cy is the specific capacitance of the junction Cy = C/wl.
Together with the limitation of the first and second condition, the critical current
is therefore limited to I max = WmaxImaxJe max Which in turn limits the maximum
step width to AT, max = 21c max|Jn (2Vie /M f) | max-

The critical current should be as large as possible to prevent noise-induced step
transitions, in other words, the coupling energy of the junction Ej = hl./2e must
be larger than the thermal fluctuations k7.



144 B. JECKELMANN and B. JEANNERET

TABLE 1. — Junction design parameters (after [19]).

Junction material Nb/Al; O3
Critical current density Je 20A/ cm?
Junction length ! 18 pm
Junction width w 30 pm
Critical current I. 110 A
Plasma frequency f; 20 GHz
Lowest resonant cavity mode 175 GHz
Microwave frequency f 75 GHz
Specific capacitance Cs 5 uF /cm?

The conditions three and four are clearly antinomic. Therefore, the stability of the
array is caught in a region of the parameter space between instabilities due to thermal
noise or chaos. However, an optimized design can lead to an excellent stability which
is sufficient for most of the d.c. calibration work. As an example, the set of parameters
given in table I for a typical 10 V array ensures a stability that can reach several hours
under appropriate conditions.

For a 10V array, the 20 208 junctions form a series array as shown in the schematic of
fig. 5. The microwave power is collected by a finline antenna, split 16 ways, and injected
into 16 segments, forming each a stripline of 1263 junctions. The most important consid-
eration in the design of the array is that each junction must receive the same microwave
power in order to develop the largest possible zero-crossing steps. The maximum number
of junctions per segment is limited by the attenuation of the stripline. Microwave reflec-
tion at the end of each stripline is suppressed by an optimized resistive load. To meet
the appropriate packaging density, the striplines are folded taking into account that the
microwave bend radius has a minimum value of three times the stripline width. The d.c.
voltage appears across superconducting pads at the edge of the chip.

SERIES ARRAY

|
CAPACITIVE COUPLER

FIMLINE

= 4

ZlI_Iili.I.lH L

-GROUND PLANE ~

RESISTIVE TERMINATION— | o CONTACT
]

|- 18 mm

Fig. 5. — Schema of a typical 10V NIST array (after [19]). This design is the result of a joint
NIST/PTB effort (see [18,21]).
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Fig. 6. — Block diagram of a typical Josephson voltage standard (after [21]).

3'2.2. Measurement system. A block diagram of a typical Josephson voltage standard
is shown in fig. 6 (after [21]). The array is mounted in a magnetically shielded cryoprobe
fitted with a WR-12 waveguide and three pairs of heavily filtered wires. The cryoprobe
is immersed in liquid helium at 4.2 K. The microwave power is provided by a Gunn
diode which operates at a frequency of 70 to 90 GHz. The Gunn must have enough
power to deliver around 15 mW at the chip finline for a 10V array. An attenuator allows
adjustment of the power to the array and a directional coupler diverts parts of the power
to the phase locking counter which establishes the phase lock to the external frequency
reference (most of the time a Cs clock or a GPS receiver).

A low-frequency triangle wave generator is used to trace the I-V curve of the array
on the oscilloscope’s screen. This allows the measurement of the critical current, the
check of the I-V curve, and the visualization of the steps in order to optimize the power
settings and to control whether all the junctions are on a quantized step. The tuning
of the power is the most critical parameter adjustment (see [15] on how to proceed). A
voltage source connected to the array through a variable resistor allows the selection and
the stabilization of the desired voltage step.
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The device under test (DUT) is connected to the third pairs of wires, most of the
time through a switch or a scanner which allows the reversal of the polarity of the DUT
and the measurement of the voltage difference between the array and the DUT with a
null detector.

Although the voltage appearing at the Josephson array is, in principle, exact, the ac-
curacy of a real Josephson voltage standard is limited by a large number of uncertainties.
A list of all the identified sources of uncertainty is given below:

1) Reference frequency offset and noise

\Y)

Leakage current in the measurement loop

w

Detector gain error

W

Detector bias current

D Ot

Uncorrected thermal voltages

EN |

Rectification of the reference frequency current

Q0

)
)
)
)
) Nanovoltmeter offset, input impedance, non-linearity and noise
)
)
) Electromagnetic interference

)

9) Sloped steps (bias-dependent voltages).

In the above list, only the uncertainties 1) and 2) depend on the voltage being mea-
sured. This observation allowed Hamilton to develop a powerful method to collectively
evaluate the uncertainties 3) to 8) by a sequence of short circuit measurements [39].
Therefore, the uncertainty budget of the Josephson voltage standard has finally only
three components. For the 10V METAS system, using a HP3458 A DVM as the null
detector, the uncertainty components have the following typical values: 0.7nV for the
frequency, 1.0nV for the leakage current and 5.0nV for the repeatability (uncertainty 3)
to 8)). The combined standard uncertainty of the system is thus 5.1 parts in 10'°. This
uncertainty can be reduced to a few parts in 10! by using an analog nanovoltmeter [38].

3'2.3. Application in d.c. voltage metrology. The most important application of the
conventional Josephson voltage standard is the calibration of Zener-diode-based d.c. ref-
erence standards. Zener standards are convenient transportable voltage standards that
are used to maintain the traceability chain to the primary Josephson standard [40] at
1.018 V and 10V. The stability of the 10V output of a Zener is around 10~6 per year.
By carefully controlling the environmental conditions and by modelling temporal drift,
output voltages can be predictable over periods of several weeks to within a few parts
in 108. Ultimately, the uncertainty of the output voltage of a Zener standard is limited
by a 1/ f noise floor having a value comprised between two and ten parts in 109 [41,42].
Nevertheless, using great care, standard uncertainties on the order of a few part in 10%
have been achieved using Zeners as travelling standards in international comparisons
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—relative to 10 V— for a group of four Zener standards. The solid line is the reference value.
See the BIPM database for more details.

(see [43,44] and references therein). As an example, the results of an EUROMET com-
parison are presented in fig. 7. A group of four Zener standards carefully characterized
by the BIPM was sent to the participants. The data represent the result given by each
participant for the mean value of the group. The overall agreement is excellent, most of
the results agree with the comparison uncertainty.

Another important application of the conventional Josephson voltage standard is the
calibration and linearity measurement of high-precision digital voltmeters. An example
of such a measurement is given in fig. 8a. A HP3458 A DVM was used to read the output
voltage of the Josephson standard for voltages ranging between —10V and 10V by step of
1V. The gain of this instrument exceeds 1 by 0.9 x 1076. The linearity of the instrument
which is given by the standard deviation of residuals from the fit is shown in fig. 8b. The
linearity is 350nV or in relative unit 3.5 x 10~8 which is really outstanding. During the
development of this instrument, a Josephson voltage standard was used to characterize
the linearity of the analog-to-digital converters. Clearly, such a linearity would have
been impossible to achieve without the use of a Josephson voltage standard [45] in the
development phase of the instrument.

3'3. Programmable voltage standards. — The major difficulty when operating SIS
Josephson junctions arrays is their inherent weak stability. This lack of stability pre-
vents them to rapidly and reliably switch between different target values of the voltage,
limiting their application to d.c. calibration. These characteristics stem from the hys-
teretic nature of the I-V curve of SIS junctions. A way to avoid this drawback is to
use non-hysteretic junctions obtained by shunting the junctions with a resistor, either
externally or internally by using SNS (Superconductors-Normal metal-Superconductors)
or SINIS (Superconductors-Isolator-Normal metal-Isolator-Superconductors) junctions.
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Fig. 8. — Measurement of the linearity of a commercial high-resolution DMM (HP 3458) in its
10V range. Data taken at the Swiss Federal Office of Metrology (METAS).

In this case the I-V curve is single valued, providing an intrinsic stability. The price to
pay for this stability is a far more complex bias electronics, since each junction must be
individually biased on its specific voltage step. This approach was successfully demon-
strated by Hamilton et al. [46] who fabricated a D/A converter with an array of 2048 SIS
junctions externally shunted by 12 resistors. This work has initiated a new area of de-
velopment in the voltage metrology: the programmable voltage standard. Two different
approaches have been considered so far:

In the first approach the array is divided in a binary sequence, each of the arrays’
segment being independently biased. This configuration forms a fast d.c. programmable
source by biasing the appropriate segments of the array. This source also allows the
generation of a.c. waveforms with a predictable r.m.s. value by rapidly switching the
voltage of the array segments. However, the transients occurring during the switching
phase limit both the accuracy and the operation frequency.

In the second approach, the transient’s problem is solved by using the array as a pulse
quantizer. Trains of pulses —synchronized to the microwave frequency— are launched
on the array. Theses pulses are quantized by the array since the time integral of the
voltage is quantized in flux units (see eq. (5)). By carefully clocking the pulse train sent
to the array, any waveform of predictable r.m.s. value can be generated.

The two different techniques mentioned above will be described in more detail in the
following paragraphs.
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3°3.1. Binary arrays. To develop a programmable voltage standard, the most important
characteristics of the array are a good voltage stability as well as a fast selection of the
voltage level desired. Due to the hysteretic I-V curve of SIS junctions, such goals are
clearly impossible to achieve with conventional arrays. One way to reduce the McCumber
parameter . to obtain non-hysteretic junctions is to use SNS junctions. In this case, the
voltage steps are no longer metastable and can uniquely be selected by an appropriate
choice of the bias current. The high critical current of such junctions provides a greater
immunity to thermal and electrical noise. Their low characteristic voltage V., = I.R
leads to lower operating frequencies which is an advantage for the cost of the microwave
electronics but a disadvantage for the maximum achievable voltage per junction. The
small capacitance of the SNS junctions also helps to maintain 5. < 1.

In 1997, a 1V binary array [47] was developed using 2 pm x 2 ym Nb-PdAu-Nb junc-
tions [48,49] having a critical current of I, ~ 8 mA and a resistance of R ~ 3mS2, giving
a characteristic voltage of V., ~ 24 V. The binary array consists of 32768 junctions
divided into 13 segments. The number of junctions N in each of the 13 segments is: 128,
128, 256, 512, 1024, 2048, and seven cells with 4096 junctions each (see the schematic of
fig. 9). When the array is exposed to a 16 GHz microwave drive, each segment, biased
with a current on the order of typically 15 mA, develops a constant voltage step at a value
of V.= Nf/Kj, where f is the microwave frequency. The steps are typically between
1mA and 4mA wide. Therefore, by selecting the appropriate frequency, segment con-
figuration and bias current sign, it is possible to generate any voltage in the range from
—1.1V to —=50mV and from 50 mV to 1.1 V. The time necessary to commute to a differ-
ent voltage value is limited by the switching time of the bias electronics. The accuracy of
such a programmable array was checked by performing a comparison with a traditional
Josephson standard [50]. The agreement between the two systems was (1.443.5) x 1010
at 1 V. This agreement was confirmed in a later study [51].

The next challenge with these SNS arrays is to increase the maximum output voltage.
Since only the first step can be used and since the operation frequency is around 16 GHz,
the maximum voltage per junction is a factor ~ 25 smaller than with a traditional array.
This means that a 10V array will need around 400 000 junctions! The strategy is to use
stacked junctions to increase the integration density.

The first kind of stacked arrays is based on Nb-MoSiz-Nb junctions [52]. With such
a technology, it is possible to fabricate double and even triple staked arrays [53] which
can actually deliver voltages up to 2.6 V and 3.9V, respectively [54,55].

Another type of junctions for stacked arrays is based on the NDbN tech-
nology and the multilayer for a double stack has the following composition:
NbN/TiN, /NbN/TiN, /NbN. One of the main interests of this system is its high critical
temperature (T, ~ 16 K) which allows the operation of the array using a 10 K cryocooler,
avoiding the costly use of liquid helium. In 2005, a 1V array was fabricated [56] with
this technology. This array showed perfect operation at 4.2K. A comparison with a
traditional SIS array showed an agreement better than 1nV at a level of 1 V. Further
improvement, including the double-stack technology, allowed to fabricate an array with
307200 fully operational junctions working at a temperature of 10.2K. Preliminary
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Fig. 9. — a) Schematic design of a programmable voltage standard based on a binary divided
array. b) The I-V curve of a single junction with the microwave power set to equalize the n = 0
and n = £1 steps.

measurement showed a voltage step at 10V, the width of this step being larger than
1mA [57,58]. This circuit is certainly the most complicated superconducting circuit
fabricated ever!

Another very interesting and successful design for binary arrays is based on the so-
called SINIS junctions consisting of a multilayer of Nb/Al/AlO,/Al/AlO,/Al/Nb [59,60].
Such junctions have a critical current of I, ~ 1.5mA and a resistance of R ~ 100 mS?2,
giving a characteristic voltage of V. ~ 150 4V. These parameters lead to a McCumber
parameter around 1 meaning that the junctions have a non-hysteretic intrinsically stable
I-V curve. The high value of V; leads to an operating frequency of 70 GHz. The fabri-
cation of the first large 1V array succeeded in 1999 [61,62] and an improved design was
developed in 2002 [63]. The arrays contain 8192 junctions binary divided into 14 bits.
The least significant bit consists of a single junction giving a resolution of 150 uV for
the entire array. The first precision measurement performed was a comparison with a
traditional array [61]. The comparison showed that the voltage steps are flat to a res-
olution of better than 1nV over a current range of ~ 200 uA. At the 1V level, a good
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Fig. 10. — A sine wave synthesized with a 1V binary SINIS array at a frequency of 400 Hz. Left
side: 16 samples; right side: 64 samples (after [75]).

agrement with the SIS array was found with a measurement uncertainty of 2 x 10710,
Later on, arrays were sent to different metrology institutes for precision measurements
and the agreement mentioned previously was confirmed by all the participants [64, 51].

When the first SINIS array was measured, it was found that the microwave power
required to phase lock the array was very low, around 100 uW for a 7000 junctions array,
which corresponds to a reduction factor of around 40 in comparison with a traditional
SIS array. This observation immediately suggested the possibility to extend the maximal
voltage output to 10 V. Indeed, the first 10V arrays were fabricated in 2000 [65,66]; they
consist of 69 120 junctions integrated in 64 parallel branches with 1080 junctions each.
The I-V characteristic revealed a voltage step —200 pA wide— at a voltage level of 10'V.
The fabrication of arrays of that size is at the limit of the present day technology.

The first realization of a binary array was achieved using externally shunted junc-
tions [46]. This approach is being further pursued and 1V arrays were fabricated in 2001
using a frequency-dependent damping of the junctions [67,68]. This type of arrays was
compared to traditional SIS standards and the agreement was found to be better than
1nV at a level of 1V [64,51].

Since these binary arrays are much easier to operate than the traditional system due
to their inherent stability and their fast voltage selection capability, they immediately
found applications in many different areas of importance for high-precision electrical
calibration: DVM linearity measurements [47,50], Zener standard calibrations [50], fast
reversed d.c. measurements of thermal converters [69, 70], potentiometric systems [71],
quantum voltmeters [72] and watt balance experiments [12,73].

Originally, the binary arrays were developed to synthesize any waveforms with a cal-
culable r.m.s. value [46] by rapidly switching between the different voltage steps available
(see fig. 10 for an example). However, it was soon realized that the transients occurring
during the switching of the bias electronics constitute a major limiting factor [74]. The
array voltage during the step transition is undefined and this, of course, introduces errors
in the computed r.m.s. value of the signal. Nevertheless a bias electronics with a rise
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time of 250 ns between steps with virtually no overshooting or ringing has been designed.
Using a binary 1V SINIS array biased with this high-speed source, it was possible to
synthesize sine waves with an uncertainty smaller than 1 part in 107 at frequencies below
200Hz [75]. This uncertainty was obtained by performing a comparison with a multi-
junction thermal converter. In the near future, 10V SINIS arrays will be available and
faster bias electronics will be developed (a model with 25 ns rise time is already in use)
expanding the voltage and frequency range of the waveforms. This result shows that bi-
nary arrays can already be useful in a.c.-d.c. measurement at low frequencies (primarily
in the sub-kHz regime) and at voltages below 10V, exactly the range where the perfor-
mances of thermal converters decline. Finally, this a.c. SINIS 1V source was also used
to characterize dynamic parameters of a high resolution analog-to-digital converter used
in high end digital multimeters [76].

3'3.2. Pulse-driven arrays. As briefly mentioned in the previous paragraph, the major
limiting factors using binary arrays to synthesize a.c. waveforms are the transient voltages
that occur during the step transition. In 1996, a different approach based on so-called
pulse driven arrays was proposed as a solution to this problem [77] for high-frequency
applications. The basic principle is to use the Josephson junction as a pulse quantizer

since the time integral of the voltage across the junction is quantized in multiples of the
h _
2 =
through an array of N junctions, an average voltage V = nN K;l f will appear across
the array, where n is the number of flux quantum crossing the junction for each applied

current pulse [78,79].

flux quantum ¢y = K;l. Therefore, if a pulse train of frequency f, is launched

This principle is illustrated in the schematic of fig. 11 for a bipolar a.c. waveform
source (after [80]). First, the array is biased with a sinusoidal microwave current I, .. of
frequency f (upper part of fig. 11b), leading to the I-V characteristic shown in fig. 11a.
Then a sequence of pulses Iy .. (middle trace of fig. 11b), synchronized to the sinusoidal
drive, is applied to the array. The sequence of the quantized pulses appearing across
the junctions is shown in the bottom part of fig. 11b. If Iy. = 41y for exactly one
period of I, .. then a single positive polarity voltage pulse occurs across the array. Of
course, a negative polarity voltage pulse appears if I4... = —Iy during exactly one period.
Time-averaged voltages at values between these two extrema are generated using periodic
sequences of pulses of appropriate number and polarity. An example of a six bit 011101-
bit pattern is shown in the middle trace of fig. 11b. In case this pattern is continuously
repeated, a d.c. voltage of N f/3Kj will be generated across the array. In a similar way,
time-dependent voltages are generated by repeating complex bit patterns: an example
of a sine wave is shown in fig. 12a.

The block diagram describing the Josephson a.c. waveform source is shown in fig. 12b.
The modulator is a computer algorithm that digitizes the input waveform S(¢) (frequency
f1) and creates a digital code S; of length Ng at a sampling frequency fs = Nsfi.
For repetitive waveforms, the code is calculated only once and stored in the circulating
memory of the digital code generator. The digital code generator recreates this two-
level code as a bipolar output voltage in real time Sp(t) by clocking its memory at
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the sampling frequency. The two-level high-speed code is combined with the sinusoidal
drive (at frequency f) to bias the Josephson junction array. The quantized signal Sy(t)
is then low-pass filtered to remove the unwanted quantization noise from the spectrum,
leaving the desired waveform S’(t) = S(¢). A knowledge of the digital code, the sampling
frequency and the number of junctions of the array is sufficient to exactly compute the
spectrum and the r.m.s. value of the output signal S’(t).

The original design of the pulse-driven source was based on a unipolar source [81,78]
able to generate voltages of a few mV. The introduction of the bipolar source allowed to
extend the output voltage by a factor of 6 [80]. Advances in circuit design and fabrication
enabled further refinements of the a.c. voltage source [82-84] which can actually synthesize
waveforms with 240 mV peak voltage. Waveforms at both 3.3 kHz and 33 kHz were
synthesized at this voltage with a harmonic distortion below 93 dBc (dB below the
fundamental) [85]. Such a voltage level allows measurements with metrological accuracy
(typically better than 1 part in 10°) by comparing the a.c. source with multi-junction
thermal converters [85].

Further increase of the output voltage requires a new approach based on lumped
arrays [86,22]. In a lumped array, all the junctions are placed within a quarter of a
wavelength of the highest drive frequency. The idea is to fabricate a 50 Q2 array to match
the transmission line impedance. In this way most of the power will not be wasted in the
termination resistor as in the distributed arrays. Such an array would allow to increase
the output voltage by a factor of 8, bringing the a.c. pulse source close to 1V. To
reach this goal, the challenge is to fabricate a lumped array with 13 500 junctions spaced
120nm apart! Today the junction spacing in the SNS pulsed arrays is around 7 pm.
Therefore, a significant improvement is needed. There exist different schemes to reach
such a large integration density. One of them is based on the multiple stack junctions
briefly described in the previous paragraph [52,53].

This newly developed a.c. Josephson voltage source will certainly find a large applica-
tion field in many areas of metrology in the near future. It is already in use to measure
absolute temperatures with Johnson noise thermometry [87,88]. In these experiments,
the Josephson array is used as a calculable quantized noise source. The power of this
source is compared to the voltage power across the resistor whose temperature has to
be measured. The absolute temperature of the resistor was recently measured with an
accuracy of 150 uK/K [89], a very promising result indeed.

4. — The quantum Hall resistance standard

The quantum Hall effect is used in many National Metrology Institutes as an invariant
reference for resistance measurements. Over 30 QHE systems are in operation worldwide
and comparisons have demonstrated that resistance artifacts can be calibrated with a
reproducibility on the order of 1 part in 10°. Many aspects of the metrological application
of the QHE have been covered in a comprehensive review article published recently [90].
The present section is a summary of this paper.
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4'1. Basic principles. — The classical quantum Hall effect discovered in 1879 [91] is
the starting point for the explanation of the QHE. A current [ is flowing through a sheet
of conducting material perpendicular to a magnetic flux B,. As a consequence of the
Lorentz force acting on the charge carriers, a Hall voltage perpendicular to the current
and the magnetic flux is measured. The voltage depends on the carrier density ns and
the thickness of the conductive sheet. In the two-dimensional case, the Hall voltage Uy
is independent of the geometrical dimensions
(10) oy = 21

Ng - €

A two-dimensional electron gas (2DEG) can, e.g., be realized at the semiconduc-
tor insulator interface of a Si-MOSFET (Metal Oxide Field Effect Transistor) or in a
GaAs-AlGaAs heterostructure cooled down to very low temperatures. In the following
description, the 2DEG is assumed to be ideal at zero temperature with no impurities
and no electron-electron interactions. Due to the magnetic field the carriers perform
cyclotron motions with angular frequency

eB,
11 c = ;
(1) wo =2
where m* is the effective electron mass (m* = 0.068m. in GaAs, 0.19m, in Si, re-

spectively). In the quantum-mechanical description, the Schrodinger equation leads to a
shifted harmonic oscillator solution where the energy eigenvalues are given by (see fig. 13)

1
(12) Enhwc(nJrQ), n=0,1,2,3....

The spin splitting is ignored in this expression. The magnetic length | = \/h/(eB,)
is the fundamental length scale of the problem. Every electron occupies the area ml2.
Taking the boundary conditions into account (length L and width w of the 2DEG), it
can be shown that the orbital degeneracy is given by N = Lw/(27l?). Inserting the
expression for the magnetic length, the density of states np becomes the number of flux
quanta within the area of the sample

(13) np = ——5w = ——

The filling factor ¢ is defined as the carrier density divided by the density of states

N
14 = —.
(14) i
The Hall expression (eq. (10)) in the 2D case shows that a quantized Hall resistance
Ry = Un/I is observed when ¢ Landau levels are fully occupied

B h
" 4-Ne 2’

(15) Ry i=1,2,3....
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Fig. 13. — Landau quantization (spin interaction neglected) of a 2DEG in zero magnetic induction
and when B = B..

Under this condition the longitudinal conductivity o, in the direction of the current
flow becomes zero (04 = 0). The reason is that in the absence of scattering and with no
electric field in the z-direction, the free electrons uniformly drift in the y-direction with
no net velocity component along the z-axis. As a consequence of the relations between
resistivity and conductivity tensor components in a two dimensional system,

9

Oxx “Oxy
16 = L
16) Pre = (o2, + 02,) P = (02, + 02)

the longitudinal resistivity vanishes at the same time (p,, = 0).

The model just described does not explain the occurrence of wide plateaus for the
quantized Hall resistance as observed in experiment (see fig. 1b). However, in real devices,
due to disorder and scattering, the orbital degeneracy in the Landau levels is lifted. As
a consequence, the Landau levels are broadened into bands. The bandwidth I'" should
thereby necessarily remain smaller than the level spacing which sets an upper limit to
the disorder allowed in a Hall device.

As a consequence of disorder, two different kinds of electronic states are formed:
localized and extended states. The existence of the plateaus can be explained in this
picture by the presence of the localized states in the tails of the distribution above and
below each Landau level center (see fig. 13). When the Fermi level Er resides within
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-w/2

Fig. 14. — Energy spectrum of a 2DEG in a magnetic field with an infinite confining potential
at the edges of the sample. States below the Fermi energy are occupied (solid dots). The edge
channels are located at the intersection of the Landau levels with the Fermi energy.

the localized states, the current through the device is carried by the extended states.
Due to the large separation between these states from empty states, no scattering takes
place and the current flow is dissipationless (pz, = 0). When Er moves through the
extended states, p,; becomes non-zero and the transition from one plateau to the next
occurs. The surprising fact is that —despite the localized states do not carry current—
the resistance on a plateau is a universal quantity which corresponds to h/(ie?). Many
attempts have been made to explain this experimental finding [92-94].

There have been alternative approaches to describe the physics of the QHE. A broad
review can be found in [95]. Most of these models describe ideal systems at zero temper-
ature. Real experiments, however, are carried out with samples of finite size at non-zero
temperatures. For the current injection, source and drain contacts are needed which
short out the Hall voltage at both ends of a device. Therefore, electrons enter and exit at
diagonally opposite corners of the device and the source drain resistance equals the Hall
resistance. As a consequence, an electrical power of RyI? is dissipated in the contacts.
All these non-ideal features are difficult to model. Therefore, a complete quantitative
theory which predicts, e.g., deviations from the exact quantization under non-ideal con-
ditions is still missing.

4°2. Edge state model. — Most of the theoretical models put forward to explain the
QHE, including the localization theory presented above and the elegant topological ar-
gument of Laughlin [96], are considering ideal systems with specific boundary conditions.
Although these models provide clear and detailed insight in the physics of the 2DEG,
resistance measurements performed in real samples rely on finite-size devices with im-
perfect electrical contacts to the 2DEG. Therefore, the question of whether these models
properly describe the experimental situation, especially in high precision measurements,
was quite open in the early days of the QHE.

At the edges of a real sample the confining potential produces an upward bending of
the Landau levels (see fig. 14). For each Landau level intercepting the Fermi energy a
one-dimensional edge channel is formed. Classically this corresponds to the trajectories of
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an electron moving along the edge of the device in a magnetic field (skipping orbit). As a
consequence, there exist extended states at the Fermi energy near the sample boundaries.

Soon after the discovery of the QHE, Halperin recognized [97] the importance of
theses edge channels in the transport properties of the 2DEG. In combination with the
Landauer formalism [98,99] for transport, the edge state approach proved to be very
efficient to understand electrical transport at high field. In the following, the approach
adopted by Biittiker [100] will be very briefly summarized, although some pioneering
work was done by Stieda et al. [101] and by Jain et al. [102]. For additional information,
excellent review papers have been published on the subject [103,104].

In the Landauer formalism of transport, the current is taken as the driving force and
the electric field can be obtained by calculating the charge distribution due to the current
flow. Using transmission and reflection probabilities, the current is given as a function of
the electrochemical potential at the contacts. For a single edge state k located between
two electron reservoirs at electrochemical potential u; and uo, the current fed by the
contact in the absence of scattering is

(17) I = ewD(E) (1 — i2) = 7 D

where vy is the drift velocity of the electron which is proportional to the slope of the
Landau level and therefore has an opposite sign on each side of the device. The density of
states D(F) is given by D(F) = 27hvy, in a one-dimensional channel [100]. The voltage
drop V between the reservoirs is eV = Ap and the two-terminal resistance of the edge
state is R = h/e?. For N channels, one obtains

h 1
18 -
( ) 62 N
When elastic scattering takes place along the edge channels with a transmission proba-
bility T" across the disordered region, the two-terminal resistance becomes

h 1
(19) = aNT

The situation of a localized impurity scattering in an edge channel is schematically
depicted in fig. 15. In a very intuitive way, the figure shows that the magnetic field
suppresses backscattering of the electrons over a distance larger than the cyclotron orbit.
This suppression of backscattering, which allows dissipationless current to flow along the
edges, is the fundamental property responsible for the occurrence of the quantum Hall
effect. As a consequence, T'= 1 and the resistance is again given by eq. (18).

The power of the edge channel approach lies in the possibility of studying the role
of the contacts which are fundamental in precision measurements as already noticed in
1992 by Biittiker [104].

The situation of a real Hall bar is depicted in fig. 16. The contacts are each character-
ized by transmission T; and reflection R; coefficients. As the contacts are separated by a
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¢—upper sample edge

;impurity

Fig. 15. — Quasiclassical skipping orbits along the upper edge of the sample in the presence of
a localized impurity. In a high magnetic field, backscattering over distances large compared to
the cyclotron radius is suppressed. (After [100].)

distance larger than the inelastic scattering length, T; = 1 and R; = 0 for all the contacts
whether they are ideal or not. This stresses the importance of inelastic scattering, which
equilibrates the edge states, in establishing exact quantization. The robustness of the
quantum Hall effect with regard to the quality of the contacts stems from this partic-
ular property of the electron scattering in high field. In this case, the electrochemical
potentials are related by ui; = pus = pg and ps = ps = pg. These conditions lead to
I = Ne(us — p1) and Vig = Vig = Vg = Ap, yielding Ry = h/Ne? and Ry, = 0, as
expected.

This edge state model allows a realistic description of the electronic transport in
high magnetic field as long as the difference in electrochemical potentials Ay is small
compared to the cyclotron energy hw.. For high current densities, however, the current

Rs, Ts Re, Te
us Ue
R1 i [ Ry
T T.
| — 25
e i = = U2
u3 g
R3 T3 Ry, Ty

Fig. 16. — Schematic picture of a Hall bar with six ohmic contacts separated by a distance larger
than the inelastic scattering length. The filling factor corresponds to the second Hall plateau.
The contacts are characterized by reflection R; and transmission 7; coefficients. Each contact is
at an electrochemical potential p;. The d.c. transport current I flows between contact 1 (source)
and 2 (drain). (After [100].)
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Fig. 17. — GaAs heterostructure. (a) Cross-section; (b) schematic energy diagram.

flows mainly in the bulk of the 2DEG and an extension of the edge state model is needed
to explain the QHE in this regime.

The edge state picture has been successfully used to explain many experimental results
which have been carefully reviewed in [105].

In the one-electron picture adopted above, the edge channels formed at the intersection
of the Landau levels with the Fermi energy are like metallic wires running along the
sample boundary and their spatial extension is comparable to the magnetic length (about
10nm at 10 T). However, this description does not include the screening that takes place
near the sample boundary. This screening at high magnetic fields forces the channels into
compressible strips separated by incompressible regions [106]. In a quantitative study,
Chklovskii et al. [107] calculated the width of the edge channels to be on the order of
1 pm on the second Hall plateau. This width is two orders of magnitude larger than in
the one-electron picture and agrees fairly well with experimental measurements [108-110].

4'3. The two-dimensional electron gas. —In real samples, the two-dimensional electron
gas is located in the inversion layer found in various semiconductor devices. Inversion
layers are formed at the interface between a semiconductor and an insulator (like the
Si-MOSFET) or at the interface between two semiconductors, one of them acting as
the insulator (like the AlGaAs/GaAs heterostructures). The quantum Hall effect was
discovered in a Si-MOSFET. However, particularly in metrology, mostly AlGaAs/GaAs
heterostructures are used.

In the AlGaAs system (see fig. 17), the GaAs is the semiconductor (energy gap F, =
1.5eV) and the Al,Ga;_,As (z = 0.3), which has a wider gap (E; = 2.2eV), plays the
role of the insulator. Using the molecular beam epitaxy technique (MBE, see [111]), it
is possible to fabricate interfaces with an atomic regularity given the close lattice match
between the two materials. The Al,Ga;_,As material is deliberately n doped to populate
the bottom of its conduction band. From there electrons will migrate and populate the
holes located at the top of the valence band of the GaAs (which is lightly p doped).
Most of them, however, will fill the bottom of the conduction band of the GaAs. The
positive charge left on the donors gives rise to an electric field which attracts the electrons
towards the interface and, in a similar way to the Si-MOSFET, bends the valence and
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conduction bands. The transfer of electrons continues until the dipolar layer composed
of the positive donors and the negative inversion layer is strong enough. This dipolar
layer produces a discontinuity of the potential and finally aligns the Fermi energy of the
two materials. The electronic density in the inversions layer is determined by the density
of the dopant which is fixed for each sample, in contrast to the Si-MOSFET where it can
be varied with the gate voltage.

A technique called modulation doping [112] consists in growing an additional layer of
~ 10nm of undoped Al,Ga;_,As at the interface. The idea is to separate the charge
carriers from the ionized impurities so that carriers can attain a mobility not affected
by impurity scattering. At present, the mobility of the 2DEG can reach values as high
as 200 T 1.

In precision measurements, the quality of the electrical contacts to the 2DEG is a
critical issue. First, this quality must be such that the measurements are not affected by
the contact resistance and second, the contacts have to be reliable because the quantum
Hall resistors which are routinely used over periods of years must withstand numerous
thermal cycles between room and cryogenic temperatures.

In the early days, contacts to GaAs devices were made by alloying In or Sn through the
heterostructures. This method provided low contact resistance. However, its reliability
was not suitable for metrology since the contacts deteriorate with time due to diffusion
processes. Therefore, the technique used in optoelectronics devices to contact bulk GaAs
was modified to take into account the presence of the AlGaAs layer and the modulation
doping technique. The result is to sequentially evaporate an alloy of AuGeNi [113].
Contacts produced in this way regularly have a contact resistance below R. = 100 m{2.
This contact resistance does not depend on the current (as long as the current stays below
its breakdown value) and does not depend on the plateau index, as long as p,, ~ 0.
In addition, samples with such contacts have been very intensely used as resistance
standards without showing any time deterioration over a period of 10 years.

4'4. Measurement techniques. — In order to test the universality of the QHR or to
use it for metrological applications, accurate resistance bridges have to be available. The
best ratio accuracy and the lowest random uncertainty are attained with the cryogenic
current comparator (CCC) proposed and first realized by Harvey in 1972 [114]. The
principle of the method is shown in fig. 18(a). When a current-carrying wire is passed
through a superconducting tube, a shielding current is induced on the surface of the tube
such that a zero magnetic flux density is maintained in the interior of the superconductor
(Meissner effect). The shielding current runs in the same direction as the initial current
on the outside of the tube. The current density is uniform over the whole surface and thus
independent of the geometrical position of the wire inside the tube. This principle is put
in practice in a CCC as illustrated in fig. 18(b). In an arrangement introduced in [115],
the superconducting tube is bent to a torus with overlapping ends like a snake swallowing
its tail. The overlapping ends are electrically insulated, the length of the overlap has to
be > 2 turns to keep the end effects on an acceptable level. Several windings, e.g. IV, and
N, with currents I, and I, respectively, are placed inside the torus. The magnetic flux
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Fig. 18. — The cryogenic current comparator. (a) Illustration of the principle: a shielding current
equal to [ is induced on the external surface of the superconducting tube. (b) Set-up of the
ratio coils: The windings of the current comparator form a toroidal coil which is enclosed in a
superconducting shield. The shield overlaps itself like a snake swallowing its tail. The ampere-
turns balance is sensed by measuring the magnetic flux in the pick-up coil using a SQUID.

created by the shielding current on the torus is proportional to NI, + NgIs. This flux
is sensed by a superconducting quantum interference device (SQUID) through a pick-up
coil placed in the flux.

With a CCC, current ratios I5/I, = N,/Ns with a relative accuracy of 10712 can be
realized. An experimental check of the ratio accuracy is accomplished if the windings
have a binary build-up. By measuring the SQUID signal of two windings with an equal
number of turns put in an anti-series configuration, the error of the 1:1 ratio can be
determined. In a binary build up, every winding with 25 turns can be compared directly
with the combination 1 + Zg;&Qi, 7 =1,2,3... of windings already tested.

The CCC bridge arrangement is schematically shown in fig. 19. A stabilized voltage
source steers the primary and the secondary current sources. The ratio N,/Ng of the
windings is set as close as possible to the nominal ratio of the two resistors R,/Rs to
be measured. The output voltage of the SQUID system regulates the secondary current
source in a closed feedback loop. The feedback assures that NI, = NsIs. The detector,
usually a battery-operated nanovoltmeter, indicates the difference between the resistance
ratio and the winding ratio. The detector can be balanced with the help of an additional
divider circuit composed of the trim coil Ny, a variable resistance R; and a fixed high
value resistor Rj. The ratio to be measured is then given by

R, N, 1 1 N R,

20 Sp_ A=t
(20) RCN.(+d (1 %) N. (R + R

where V,,, is the detector reading (~ 0) and V the voltage drop across the resistors. The
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Fig. 19. — Schematic circuit diagram for a cryogenic current comparator bridge. The feedback
signal from the SQUID accurately adjusts the current ratio between primary (left) and secondary

(right) circuit to the ratio given by the windings N, and Ns. The divider circuit composed of
the trim coil, the adjustable resistor R} and R}, is used to balance the detector D.

resolution of the bridge is mainly given by three factors: The SQUID noise, the thermal
noise of the resistors and the detector noise.

The r.m.s. value of the current noise per turn in a d.c. SQUID-based CCC is around
10719 A in a bandwidth of 0.01Hz to 1Hz (1/f corner of the SQUID at 0.3Hz) [116].
This is about a factor of ten above the optimum value. The current noise of the SQUID
detection system, as given above, transforms through the resistance Ry to a voltage noise
seen by the detector (typically 0.5nV/y/Hz for Ry = 100Q and Ny = 16). The white
thermal noise of a resistance R at a temperature T in a frequency bandwidth b is given by
the Nyquist formula Vj,-sn = v/4kgT R b, where kg is the Boltzmann constant. The ther-
mal noise is often the limiting factor for resistance measurements above 10 k2. The third
important noise component originating form the detector itself is often the dominating
part for resistances below 100 €. Above this value, the best nanovoltmeters usually stay
below the corresponding thermal noise of the source resistance at room temperature.

Typical parameters for a comparison of the QHR for i = 2 (R (2) = 12.9kQ) against
a 100 Q2 standard are: N, = 2065, Ny = 16 and I, = 50 pA. For this configuration, the
total r.m.s. voltage noise amounts to 7nV/v/Hz. It is dominated by the detector noise
because R}, is at 1 K. According to this figure, a type-A relative uncertainty of 1nQ/Q
is expected within a measurement time of 2 min. In reality, a slightly worse performance
is achieved because of 1/f noise components (fluctuations of thermal voltages, detector
and SQUID).
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Today, the lowest uncertainties in resistance comparisons for 12 < R < 100k(2 are
obtained using CCC bridges (see, e.g., [117-120]).

Cryogenic current comparators working at d.c. are limited to a great extent by very
low frequency noise of the 1/ f type (null detector, SQUID) and by thermal effects (slowly
varying thermal voltages, Peltier effect). To overcome these problems, a.c. CCCs working
at a frequency close to 1 Hz were developed [121,122]. As it turns out, the CCC coil has
not to be specially designed to work at low frequency. However, quite some complexity
is added to the bridge set-up to allow in-phase and quadrature current ratio matching
and to avoid errors caused by stray capacitive effects.

4'5. Universality of the quantised Hall resistance. — An incomplete quantization of a
plateau due to high current through the device or due to increased temperature leads
to a finite p,,. A linear relationship exists between the deviation in the measured Hall
resistance from the expected value and p,,. Finite longitudinal voltages can also be
measured as a result of non-ideal contacts. The question is whether the extrapolated value
Ry (i, pzx — 0) is the same irrespective of the device geometry, material and fabrication
process, the carrier mobility and density, the plateau number or other factors. Due to the
absence of quantitative theoretical models, this question has essentially been approached
experimentally.

Already in 1987 an experimental study [123] has shown that the QHRs observed in
four different GaAs devices were in agreement at the level of 5 x 107°. The search
for possible differences between the QHR realized in a GaAs heterostructure and a Si-
MOSFET, respectively, was of special interest. In a direct comparison, Hartland et
al. [124] found that the difference between the QHR in the two device types was smaller
than 3.5 parts in 10'°. However, at about the same time, several other groups [125-127]
reported anomalous values of the QHR measured in a particular Si-MOSFET device. The
authors claimed to see differences in Ry up to several parts in 107 despite the absence of
any measured dissipation within the experimental resolution. Subsequently, a theoretical
model [128] was presented which explains such deviations by the presence of short-range
elastic scatterers located at the edges.

A more recent experimental study [129] included devices from the same wafer as
those for which the deviant data were obtained. In this case, an agreement between
Si-MOSFET and GaAs was found at the level of the experimental uncertainty of 2.3
parts in 10!°. The study demonstrated that, due to edge effects, the longitudinal voltage
measured along one side of a device can be quite different from the value on the other
side. The measurement of zero dissipation at one device side only, therefore, does not
guarantee zero longitudinal voltage values on both sides which is a prerequisite to measure
a fully quantized value of Ry.

In the same work [129], it was also shown that the extrapolated Hall resistance value
Ry (i = 2,4, pyr — 0) does not depend on the device mobility (13T-! < < 135T~1)
and the fabrication process (MBE or MOCVD) within 3 parts in 10%°.
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As for the plateau number ¢, the results confirm that in GaAs devices no dependence
on this quantum number can be seen

i- Ry (i)

) 2- Ry (2)

=1-(1.2429)-107° i=1,3,4,6,8.

Among the large number of theoretical papers on the QHE, a few address the question
of size effects, including the width dependence of the QHR. Although based on different
approaches [130-133], the majority of these models find that the relative variation of
Ry (7) should scale like the inverse square of the device width w, more precisely

where ARy (i) = Ru (i, w)—Ru (i, w = 00), lis the magnetic length and « is the parameter
reflecting the strength of the size effect. In measurements carried out using GaAs Hall
bars of widths varying from 10 um to 1000 pm [134], no size effect was observed within
the experimental uncertainty of 1 part in 10°. The values for the parameter o are
(1.8 +1.8)1072 and (0.7 £5.0)10~3 for the i = 2 and i = 4 plateau, respectively.

These results demonstrate that possible size effects are totally negligible for the sample
sizes presently used in metrology.

4'5.1. Contact effects. Another important issue is the influence of non-ideal contacts
to the 2DEG on the QHR. It is well known [135] that in the adiabatic regime (i.e., small
devices of high mobility, distance between contacts < 100 um) and for small enough cur-
rents (linear regime), large deviations from the QHR are caused by imperfect voltage
contacts. The effects can be explained in the framework of the Landauer-Biittiker for-
malism (see subsect. 4'2). However, in the metrological application of the QHE where
much higher currents are passed through a device of macroscopic dimensions, the pure
edge-state description is no longer appropriate and the consequence of bad contacts is
less clear.

The quality of the contacts is characterized by their resistance R, which is measured in
the QHE regime as follows. The voltage drop across the contact j to be characterized and
the next contact situated at the same Hall potential is measured while passing a current
through contact j and one of the current contacts. If the sample is well quantized p,,
can be neglected and R.; is obtained directly. The resistance of a good AuGeNi contact
is usually well below 1£2, provided the device is cooled slowly from room temperature
down to the working temperature of < 2 K.

The resistance of the contact region can also be varied in a controlled way by using a
gate placed over the probe, i.e. the narrow arm which links the contact pad to the main
channel of the device in the usual Hall bar geometry. Applying a voltage to the gate
partially depletes the 2DEG under the gate. In metrological applications of the QHE
when standard ungated Hall bar devices are used, a similar local reduction of the carrier
concentration in the narrow voltage probes can be caused accidentally by cooling a device
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too fast, by passing a current above the critical current through the potential probe or
even by leaving the device in the cold for several days. The original contact properties are
restored by cycling the device through room temperature or by illuminating the device
at low temperature with infrared radiation [136].

The influence of non-ideal voltage contacts on the QHR was extensively studied by
Jeckelmann et al. [129,137]. It was shown that deviations ARy /Ry of up to 1 part in 108
can occur as a consequence of R, values in the k{2 range. At the same time, a correspond-
ing positive or negative longitudinal voltage V.., is measured along the side of the device
where the bad contacts are connected to. A zero V., is measured on the opposite side
if the corresponding contacts have a low resistance. There is no simple relation between
ARy and R.. The data show, however, that the maximum deviation ARy at a given R,
is proportional to R./Ry. The deviations become more pronounced when going to higher
filling factors. In addition they are inversely proportional to the current and they decay
exponentially with increasing temperature. The data finally demonstrate that deviations
in the QHR above the experimental resolution of 0.5nQ2/Q are to be expected if the resis-
tance of the potential contacts exceeds 100 {2 when measuring on the ¢ = 2 plateau and
10 Q2 in the case of ¢ = 4. These limits apply for a temperature of 0.3 K and a current above
10 pA and it is assumed that the resistance of the current contacts is in the m$2 range.

A model based on the Biittiker formalism for contacts [138] allows an estimate to be
made on the upper limit for the deviation of the four-terminal resistance as a function
of the contact resistance. The magnitude of the effects is similar to the experimental
findings of [137]. On the other hand, the model, as it only considers pure edge state
transport in a uniform device, does not explain the detailed pattern of the observations.

4°6. The use of the QHR as a standard of resistance. — Since January 1, 1990, most
major National Metrology Institutes are using the QHE to realize a representation of the
SI unit ohm on the basis of the conventional value Ri-gg. As shown in previous section,
the value of Ry is independent of the experimental conditions as long as the QHE device
is fully quantized. Temperature, current or contact effects may cause deviations from
the correct value. Most important, however, test measurements can reveal whether the
device is in a proper state or not. This means that the value of the QHR can be made
as reproducible as today’s measurement techniques allow without making reference to
an external standard. These are the criteria a standard has to fulfil to be accepted as
primary standard.

To guarantee the accuracy and reproducibility of the QHR standard, the QHE device,
the measurement system and the procedures have to meet a number of strict require-
ments. A group of experts under the auspices of the Comité Consultatif d’Electricité
has put together the “Technical Guidelines for Reliable Measurements of the quantized
Hall Resistance” [139] which, when correctly applied in practice, assure correct QHR
measurements.

The resistance bridges of the type briefly introduced in subsect. 4’4 are used to cal-
ibrate traditional room temperature resistance standards in terms of the QHR. As an
example, fig. 20 shows the measurements carried out at METAS to determine the drift



THE APPLICATION OF THE JOSEPHSON AND QUANTUM HALL EFFECTS ETC. 167

-4700

-4800 |2

-4900

(R-Room) Room (NQ/Q)
Deviation from fit (nQ/Q2)

-5000

01.01.98 01.01.00 01.01.02 01.01.04
year

Fig. 20. — Tracking of a 1002 standard resistor measured in terms of Rk-90. The open circles
(right scale) indicate the deviations of the measured data points to the fit function. Data taken
at the Swiss Federal Office of Metrology (METAS).

behaviour of a temperature stabilized wire-wound 100 Q) resistor. The standard is kept
under constant ambient conditions. As the results show, its resistance can be described
with high accuracy by a smooth fitting function, which makes it usable as a transfer
standard at the level of 1n/Q.

To check the worldwide consistency of the QHR measurements at the highest accuracy
level, the BIPM has started in 1993 to perform on-site comparisons of resistance ratio
measurements using a transportable QHE standard and resistance bridge. The results of
the bilateral comparisons (see, e.g., [140]) are made public by the BIPM in a database
which is accessible by internet (www.bipm.org). The comparison results obtained so
far are shown in fig. 21. The agreement between each laboratory and the BIPM for
the Ru(2)/100€ is on the order of one part in 10° which is well within the combined
standard uncertainty of the comparisons.

4'6.1. Quantum Hall array resistance standards. For the practical application of the
QHE as a resistance standard, it is desirable to have quantized resistance values covering
a wide range of quantum numbers. In reality, however, it turns out that the device
characteristics are usually such that only the plateaus two and four are well quantized
under normal operational conditions. The question thus arises whether a combination of
several QHE devices in a series or parallel configuration may yield the practical resistance
value needed in a specific application.

When several QHE devices are put in series or parallel in a network, the resistances
of the contacts and the connecting wires have to be taken into account when the overall
resistance of the network is determined. Ricketts and Kemeny [141] first described the
electrical behaviour of a QHE device in terms of an equivalent circuit. Based on this
model, Delahaye [142] has shown that the contact effects can be drastically reduced if the
number of links between neighboring devices is increased. This is illustrated in fig. 22.
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Fig. 21. — Results of on-site comparisons of three different resistance ratios using the Bureau
International des Poids et Mesures (BIPM) transportable QHE system.

When two Hall bars are connected in series, the resistance Rap: —where A and B’ denote
the potential terminals— is given by Rap’ = 2R (1+9.), where é. &~ R./Ry is the error
introduced by the contact resistance R.. If in addition, the two potential terminals A’
and B are connected, the error term is reduced to §. ~ (R./Ryg)?. The multiple series ar-
rangement thus allows a reduction of the influence of link resistances to very small levels.

Poirier et al. [143] have developed quantum Hall resistance standards with nominal
values in the range from Rk /200 to 50Rk (i = 2 plateau). Using triple series (respec-

a)

A R Fr'B

b)

Fig. 22. — Illustration of the multiple series connection scheme.
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Fig. 23. — a) Relative deviation of the Hall resistance Ry measured at the centre of the i = 2
plateau as a function of the gate voltage applied to one part of a split backgate for a GaAs sample
(after [153]). b) Relative deviation of the Hall resistance as a function of the longitudinal voltage.
The current was varied between 10 4A to 100 A for each frequency range (after [154]).

tively, parallel) connection schemes, the contact effects could be reduced to a level below
5 parts in 10°.

4'7. A.c. measurements of the QHR. — The success of the QHE as a d.c. standard
of resistance has stimulated research into the characteristics of the QHR at alternating
current. The aim is to use the QHR as an impedance standard up to frequencies in
the kHz range [144]. If two QHR standards could, e.g., directly be integrated into a
quadrature bridge, the measurement chain linking resistance and capacitance would be
simplified considerably. From the theoretical point of view, the picture emerging from
the literature was not clear (see [90] for a review) and precision measurements of the
QHR were needed to understand its behaviour under a.c. transport conditions. The
measurements carried out at several metrology institutes [145-150] revealed a systematic
dependence of the Hall resistance with current and frequency. These dependencies are
related with losses either within the QHE device itself or losses due to current leaking
to or from the sample’s surroundings. These losses can be compensated by the use of
external gates [151-153] as illustrated in fig. 23a).

The a.c. QHR can only be used as a primary standard, if it can be shown that a
universal value of the Hall resistance Ry (f) = Rk /i can be established without the need
of additional external standards. In the d.c. case, the absence of a longitudinal voltage
drop along both sides of the QHE device (pz; = 0) is the necessary condition for the
perfect quantization of the Hall resistance. In the a.c. case the following strategies were
investigated.

Delahaye et al. [151] developed a phenomenological model explaining the principal a.c.
losses in a QHE device and the resulting current and frequency coefficients of the QHR.
They showed that the current coefficient evaluated at fixed frequency can be zeroed by a
proper adjustment of the gate voltage applied to a split gate placed below the QHE de-
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vice. Using this method, the QHR observed in several GaAs heterostructure devices, after
proper adjustment of the gate, were compared to a calculable resistance standard. The
measured frequency coefficients of the QHR. did not exceed £2 parts in 10® per kilohertz.

Another method consists in measuring the a.c. dissipation along the QHE device.
Recently, it was shown [155] that the deviation from the perfect quantization of the
QHR, ARy is proportional to the a.c. dissipation p,;

(23) ARy = 5 po.

A similar linear relationship was already observed for the temperature dependence in the
case of d.c. measurements [156]. As shown by Jeanneret et al. [154], the relation can be
explained in the a.c. case if the displacement current flowing in the system is properly
taken into account. The split gate technique can be used to zero the longitudinal a.c.
dissipation [157] and thus the frequency-dependent deviation form the correct value of the
QHR. Alternatively, the correct value can be found by extrapolating the measured values
to zero dissipation [155]. In this case, no back gate is used and the capacitive currents
leaking to or from the surroundings of the QHE device are kept as small as possible.
This approach has the advantage that the physical processes taking place in the QHE
device itself can be separated from the effects caused by the experimental set-up.

Although major progress has been made in recent years, more systematic studies need
to be performed to ensure the universal character of the a.c. QHR. In addition, a deeper
understanding is required to describe the physical processes giving rise to a.c. dissipation
in the 2DEG.

5. — Conclusions

The discoveries of the Josephson and the quantum Hall effects have started a rev-
olution in electrical metrology. Since 1990, the two effects allow the representation of
the electrical units volt and ohm based on natural constants. There is overwhelming
experimental evidence that the Josephson voltage and the quantized Hall resistance are
universal quantities. The electrical quantum effects are used worldwide as invariant ref-
erences in electrical calibrations and have improved the reproducibility of calibration
results by up to two orders of magnitude during the last two decades. Nevertheless, the
definition of the conventional values Kj-g9 and Rk-g¢ is unsatisfactory on the long term
as the consistency of the SI system as a whole still depends on the difficult experiments
which link mechanical and electrical units. In addition, the unit of mass, which is one
of the base mechanical units, is the last remaining artefact in the SI. The kilogram is
defined as the mass of the international prototype of the kilogram, made of platinum-
iridium and kept at the BIPM under special conditions. One of the major disadvantages
of this definition is the fact that the kilogram is subject to possible changes in time. As
a consequence, the electrical units which all depend on the kilogram may also drift with
time. Impressive efforts are presently undertaken to find a proper replacement of the
present kilogram definition based on fundamental constants (see [158] for a review).
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Recently [159] the redefinition of the kilogram, ampere, kelvin and mole linked to fixed
values of fundamental constants has been proposed. In this new SI, the kilogram would
be defined in terms of the Planck constant h and the ampere in terms of the elementary
charge e. As a consequence, the Josephson constant and the von Klitzing constant would
become exactly known, thereby allowing the Josephson and quantum Hall effects to be
a direct realization of the electrical SI units with no uncertainty contribution from the
uncertainty of Ky and/or Rk.

k* ok X
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quantum-metrological triangle experiments
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1. — Introduction

In the present Systéme International d’Unités SI, the link between electrical and me-
chanical units is made through a realisation of ampere [1]. However, the direct determi-
nation of ampere cannot be carried out with a sufficient accuracy. In practice, it is more
relevant to realise first the derivative electrical units, on the one hand farad and ohm, on
the other hand volt (fig. 1). That allows the determination of ampere afterwards with
a better uncertainty. The farad occupies a special place in the realisation of electrical
units by means of a Thompson-Lampard calculable capacitor [2]. The setting-up of this
calculable capacitor makes the SI realisation of the ohm possible through a comparison
between impedances of capacitor and resistor [3]. That leads to a determination of the
von Klitzing constant Rk originated from the quantum Hall effect (QHE) [4-6]. This
effect links a resistance to a fundamental constant as the ac Josephson effect (JE) [6,7]
links electromotive force to another fundamental constant, the Josephson constant Kj.
Furthermore the theory predicts that Rk = h/e* and Kj = 2¢/h.

These two quantum phenomena have a great impact in metrology because firstly
they provide fundamental standards with reproducible values independent of space and
time, getting unique the representation of the ohm and the volt. Secondly, through SI
realisation of electrical units, QHE and JE contribute significantly in the improvement
of the knowledge of constants of nature [8]. For instance, the SI realisations of the ohm
and the watt balance experiments [9,10] lead to determine the well-known fine-structure
constant o = poc/(2h/e?) and the Planck constant if one assumes that QHE and JE give
h/e? and 2e/h exactly.
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meter, kilogram, second

watt farad = | —

henry

volt.'-;' -

siemens

Soulomb

ampere

Fig. 1. — Chain of SI realisations of electrical units and metrological triangles. According to
the present definition of ampere, the value of the permeability of vacuum puo is fixed: po =
41 x 107" N/A% The value of the speed of light in vacuum being fixed for the definition of
the meter, leads to conventionally exact values of the permittivity of vacuum gy = 1 /,uoc2
(~ 113 pF/m) and the free-space impedance Zo = (uo0/20)"/? (= 377Q).

The paper deals with a third quantum phenomenon, the Single Electron Tunnelling
(SET), and its main applications that could disrupt again the electrical metrology. This
phenomenon indeed makes the development of quantum standard of current possible
whose amplitude is directly linked to the elementary charge. The Quantum Metrological
Triangle (QMT) experiment originally suggested by Likharev and Zorin [11] enables to
test directly the coherence of the constants involved in QHE, JE and SET phenomena
which are strongly presumed to provide the free-space values of h/e?, 2e/h and e. This ex-
periment consists either in applying Ohm’s law U = RI or in following @ = CU [12]
from the realisation of an electron counting capacitance standard [13]. Moreover combin-
ing QMT with watt balance and Thompson-Lampard calculable capacitor will lead to a
determination of the elementary charge. These issues point out the important role that
SET experiments should play toward the foundation of new SI system fully based on
fundamental constants, for example by fixing h and e for a redefinition of the kilogram
and the ampere(!).

(*) Other competitive proposals are to fix Avogadro number N instead of h for a new definition
of the unit of mass and to keep po fixed for a reformulation of the ampere and the electrical
units putting forward the free-space impedance Zj.
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n, n n, -
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Fig. 2. — a) Schematic representation of a double tunnel junction. Rj; is the tunnel resistance
and Cj the junction capacitance. b) Symbolic representation of the circuit.

Section 2 describes basic theoretical elements on single electron tunnelling devices
from double tunnel junctions to electron pump. For a detailed description on the theory,
the reader is referred to review articles [14-16]. Section 3 deals with other single charge
transport devices. Section 4 mainly covers the metrological triangle experiments and
their impacts for fundamental constants. Conclusions and prospects are given in sect. 5.

2. — Single electron devices

2'1. The elementary device based on Coulomb blockade. — The Coulomb blockade of
electron tunnelling, observed for the first time in disorder granular materials [17], appears
when a part of a circuit, named “island”, is electrically isolated from the rest of the circuit
due to two tunnel junctions. On fig. 2, ny (respectively, ns) is defined as the number of
electrons which can be transferred through the first (respectively, the second) junction
and n is the number of excess electrons on the island: n = n; —ns. The charges @1 and
()2 on the electrodes of capacitances C; and Cy are continuous variables. n denotes the
excess charge on the metallic island and changes only with a tunnel event inducing the
entrance or the exit of an electron of the island. It leads to a quantization of the island
charge and this feature is the cause of the single-electron effect in these systems.

Let us consider the circuit on fig. 2 b). A bias voltage source V}, is added to the double
junction described on fig. 2 a). When this circuit is not voltage biased (V}, = 0), there
is no excess electron on the island. The island is strictly neutral in charge. On contrary,
an applied voltage (V}, # 0) will lead to a tunnel transfer through one of the junctions
and to the presence of excess charges on the island. This charge variation is necessarily
discrete as demonstrated below.

The electron transfer through a double tunnel junction can be treated from thermo-
dynamics. The variation of Helmholtz free energy is defined as the difference between
the electrostatic energy stored in the device described on fig. 1 and the work supplied by
the voltage source V4. This energy variation is

(1) AF = AEc — AW.
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From a phenomenological point of view, the system will tend to minimize the free
energy by means of tunnel transfers. The charge on the island can be written as

(2) Q@=Q2— Q1= —ne

By assuming for each junction that, on the one hand, the system has time to energet-
ically relax between two tunnel events, and on the other hand, the charge transfers are
fast enough, the variation of free energy of each junction can be calculated. The basic
idea is to express the voltages Vi and V5 across each junction, in order to calculate the
electrostatic energy and the work of the sources. The voltage at each junction terminal is

(3) Vi = (—CeV4 + ne)/Cx,
(4) Vo = (=C1V, —ne)/Cx,

with Cy = C; 4+ Cs. Moreover, the electrostatic energy stored by both junctions is
(5) Ec = Q12/201 + Q22/202 = [Vb20102 + (ne)Q] /QCE.

To get the free energy, the work of the source has to be calculated. If one electron
crosses the first junction, the charges on the island and on the right (Q; ) and left (Q;T)
electrodes of the first junction will be changed. It will lead to an electrostatic unbalance
and the source will have to oppose to the voltage change due to the tunneling event.
During this charge transfer the voltage V; varies by a quantity —e/Cs, corresponding to
a charge —eC7/Cy. But, in order to reach the electrostatic balance, the voltage source V4,
has to bring the total polarization charge —eCs/Cs. The work inherent to the transfer
of ny electrons through the first junction and then of ns electrons through the second
one becomes

(6) Wi = —n1eV,Cy/Cs,
(7) Wy = —n2el,,C1/Cs.

Consequently, the tunnel event of one electron in one of the both directions through the
first or the second junction leads to the free-energy variation AF = AEc — AW

(8) AFRE=F(ny £1,n2) — F(ny,n2)=(e/Cs)[e/2 + (Vi Cz 4 ne)| =€ /2Cs, + eV4,
(9) AFE=F(ni,ny 1) — F(n1,n9)=(e/Cs)[e/2 + (Vi,C1 — ne)|=¢?/2Cx, + V.

To make a charge transfer possible through the double junction, a negative free-
energy variation is needed. From previous expressions, the condition on the bias voltage

(by assuming no excess charge on the island, n = 0) leads to the appearance of a threshold
voltage V; given by
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v, \Vz
= Island o0

RI’CI R27C2

Fig. 3. — Schematic view of a SET transistor.

Aslong as the condition (10) is not fulfilled, no electron can be transferred, the current
is blocked. This phenomenon, based on Coulomb repulsion, is named Coulomb blockade.
The addition of one charge generates an electric field F which can stop the tunnel transfer
of an excess electron through the first junction. e?/2Cy is the energy associated to the
Coulomb blockade and this energy is in the first term of eqgs. (8), (9). This expression
reminds the purely classical model of electron-electron interaction based on the capacitive
charge energy defined by Coulomb.

2°2. The single-electron transistor. — In the previous section the principle of Coulomb
blockade has been presented for an elementary device: two tunnel junctions in series.
In this part let us introduce the SET transistor schematised in fig. 3. A gate electrode of
capacitance Cg coupled to the island has been added in order to change the charge state
of the island. Thus the number of charges on the island can be controlled by means of
the gate voltage and the charge can be written as

(11) QQ —Q1 = —ne—Cg(Vg-i-Vg).

Note that a voltage offset applied to this additional gate electrode can compensate
for the effects due to background charges coming from impurities or vacancies. From the
relations (8) and (9) and with taking the energy stored by the gate capacitor into account,
the free-energy changes during a tunnel event through the first or the second junction
become

(12) ART =€2/205 + eV = (¢/Cx) le/2+ (= (Co+ Cy) Vi, + CgVy — ne) |,
(13)  ART =€?/2Cs £eVa = (¢/Cx)[e/2 £ (= C1Wh, — CyV — ne)]

with Cy, = Cy + Cy + Og.
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C,V /e

CVl/e
g g

Fig. 4. — Stability diagram of a single-electron transistor showing the blocked (grey) and open
(white) state domains.

As previously mentioned a tunnel event occurs only if it involves a decrease of the
free energy. As a result, from inequalities AFy T < 0, AF,® < 0 and relations (12), (13),
a stability diagram can be constructed. Such a diagram with a diamond shape allows us
to display the Coulomb blockade regions in the V4, ® Vg plane (fig. 4).

The grey regions correspond to stability domains with an integer number of excess
electrons on the island. The probability of transmission through the barrier is very low,
the current intensity is zero and the device is in the so-called blockade state. Every-
where else the transistor is in an open state and in this case the tunnelling of electrons
through the circuit is possible. Note that at finite bias voltage below the threshold value
[Vi| = ¢/Cx given in (10) the current oscillates with a period e/Cy with increasing gate
voltage. Therefore the gate capacitance C; can be estimated from the diamond diagram.
Above |V;| any Coulomb blockade does not arise. Whatever the voltage applied to gate
electrode is, the current intensity is non-zero.

In order to well understand the origin of Coulomb blockade, let us refer to the energy
band diagram sketched in fig. 5.

The Coulomb electrostatic energy e?/2Cyx derived from the formulas (8) and (9)
involves an energy band gap e¢?/Cy, shown in fig. 5a. The energy level denoted E,, 1 cor-
responding to a single excess electron within the island is above the Fermi source energy,
which makes an electron tunnelling from the left electrode impossible. The device is in a
blockade state and the current is zero: this is the Coulomb blockade. Applying a voltage
Ve to the gate electrode induces the lowering of the island energy levels (Fermi energy
and E,.1). Therefore E, 1 ends up being sandwiched between the both electrodes
energy level in fig. 5b. As a result the electrons can cross the transistor from the source to
the drain. Note that a similar situation can be achieved with increasing the bias voltage
V. Each excess electron on the island tunnelling through the second junction leads to
a drop in the energy to E, which allows a second electron to penetrate into the island.
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Fig. 5. — Energy band diagram before (a) and after (b) changing gate voltage. Er,s, En and Er,p
denotes the Fermi energy level of the source, island and drain, respectively. The gap between
the source and drain energy levels is due to the bias voltage. n represents the free-electron
number contained within island before tunnelling.

Finally, the Coulomb blockade phenomenon is illustrated by the measurements given
in fig. 6. On the left picture the charge effects involve periodical changes of the transport
properties with the gate voltage V. The period corresponds to an addition of one
electron to the island. V, can be adjusted so that the electron transfer through the
device is blocked and so the current is zero. Consequently, the current can be suppressed
thanks to two parameters: Vg and V4,. Below the threshold voltage no electron can tunnel
and the current is zero as observed in fig. 6 right.

In this part we have described a device making the transfer of electrons one by one
possible. However, a SET transistor is not capable of controlling the electron flow and
so the current intensity. Designing a quantum current standard implies a more complex
system than a SET transistor as described in the next part.

60 6
V, =100 pv Open state
504 4
40+ 24
2 blockade state

£ 301 go

20 27

10 -4

Y AR
0 0 2 4 6 '8 1'0 12 -500 -400-300 200 100 0 100 200 300 400 500
v, (mv) Vi (V)

Fig. 6. — I-V characteristics of a SET transistor. Left: Coulomb oscillations obtained with
varying gate voltage at various bias voltage. Right: I-V4 curve measured in the blockade and
open states.
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R,C, R,C, R,C

3

50 .
OO |
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Fig. 7. — a) Schematic view of 3-junctions pump. b) Stability diagram in Vi1 ® Vg2 plane which
displays the stable configurations (ni,m2) of numbers of the excess electrons on each island.
A RF signal at 10MHz is applied to the gates. Boundaries between the domains (full lines)
form a typical honeycomb pattern. The charges tunneling transfer takes place only in the triple
points. These measurements have been carried out at LNE by means of a CCC used as a current
amplifier.

2'3. The electron pump. — The SET pump, first investigated by Pothier et al. [18] is a
device allowing the transfer of electrons one by one at an adjustable clock frequency, f,
and of a quasi-adiabatic way. Therefore, the electric current through the electron pump
can be expressed by: I = e-f. The simplest electron pump consists of two metallic islands
separated by three junctions (ideally C; = Cy = Cj, typically 150-200aF). The gate
voltages Vg1 and Vo through the gate capacitance Cy1 and Cgo (typically around few
tens of aF) can control the electric potential of each island (fig. 7a). The pump operation
can be illustrated by means of the typical diagram given in fig. 7b which displays the
stability domains of the different states (n1,7n2) in the Vg ® Vg2 plane.

The integer couple (n1,n9) denotes the number of excess charges located on the first
and the second island respectively. The points (fig. 7b), so-called triple points, where
conduction can take place, share three neighbouring domains. Everywhere else, the pump
is in a blockade state and the electron configuration (ny,ns) is stable. Lines represent
the boundaries between each stability domains and form a typical honeycomb pattern.
The pumping of electrons is based on these topological properties.

The controlled transfer of electrons is obtained in the following way: two periodic
signals with the same frequency f but phase shifted by ® ~ 90° are superimposed on
each applied d.c. gate voltage couple (Vgi0, Va20) as follows:

Ver = Vgio + A -cos(2m - f - 1),
Veo = Voo + A - cos(2m - f -t + ®).

In case the d.c. voltages (Vglo,Vggo) correspond to coordinates of the point de-
noted P, the circuit follows a closed trajectory around P as shown in fig. 7b. The
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Fig. 8. — SEM-image of a 3-junctions R pump fabricated by PTB [23] (illustration by courtesy
of PTB).

configuration changes from (0,0) to (1,0), then from (1,0) to (0,1), and returns to the
initial state (0,0). In the real space, the complete sequence involves the transfer of one
electron throughout the pump.

The frequency has to be lower than the reciprocal of the tunnel rate (f < R;C, R; is
the junction resistance, typically around 100-150k2). This condition ensures that the
system adiabatically returns to its ground state. By adding 180° to the phase shift @,
the rotation sense is reversed in configuration space, and the electron by electron current
takes place in the opposite direction [19]. The honeycomb pattern depends on gates and
junctions capacitances and on cross-capacitances between the first gate electrode and the
second island and vice versa. This effect can be compensated by means of an electronic
device connected to both gate wiring inputs which adds a fraction of the voltage applied
to one gate to the other gate, with opposite polarity [20].

The accuracy of the charge transfer is limited by three phenomena: thermal errors, fre-
quency errors and co-tunneling effect [21]. The co-tunnelling effect is the most constrin-
gent one. This phenomenon involves simultaneous tunnelling of electrons from islands
through each junction. In order to avoid errors in the transport rate, a first solution is the
increase of the number of junctions. NIST has demonstrated that an error rate at a level
of one part in 10® or less has been reached with a 7-junctions pump [22]. But, instead
of it, PTB has proposed to keep 3-junctions pumps, the easiest to use, and to place
on-chip resistive Cr-micro strips of typically 50k in series with the pump [19, 23], thus
named R-pump (fig. 8). As a result, the dissipation of electron tunnelling energy in the
resistors suppresses undesirable effects of co-tunnelling(?) and an increased accuracy can
be achieved.

In fig. 9 a set of I-V}, curves, named current steps, are shown and illustrates the
quantization and the stability of the current generated by a R-pump with bias conditions
at various frequencies. These characteristics are determining for the development of

(?) A 3-junctions pump with a total Cr resistance of 50k is roughly equivalent, for co-
tunneling, to a 5-junctions pump [23].
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Fig. 9. — Current steps measured with a PTB R-pump operating at various pumping frequencies
and at Thatn = D0 mK.

current standards. Thus, stable current on 300 4V in a 40fA range was obtained with
a PTB R-pump connected to a CCC [24]. An investigation on long time measurements
has shown that these pumps were able to generate a quantified current during more than
12 hours [19].

3. — Other single charge transport devices

3'1l. RF-SET-transistor-based electron counter. — The bandwidth of a classical SET
transistor used as an electrometer is typically around 1kHz and can achieve 1 MHz with
some improvements. But, it is too low to detect a 1pA current with a metrological
accuracy, which requires a bandwidth of 10 MHz at least. Therefore, following the prin-
ciple of the RF SQUID technology, a SET transistor is embedded in a tank circuit.
Such a device, called RF-SET, can reach a charge resolution six orders of magnitude
better than the commercial conventional detectors, the best result reported so far being
1.107 6 ¢/Hz1/2 [25].

The RF-SET is capacitively coupled to a long array of tunnel junctions, makes the
electrons counting one-by-one possible (fig. 10) [26]. In a long array of tunnel junctions,
charges flow in the form of regularly spaced solitons. Electrons generated by an external
current source penetrate into the array of junctions and change the charging state of the
island of the transistor when they come close to it. An incident RF signal is partially
absorbed by the RF-SET if the transistor is in the open state or totally reflected in the
blockade state. Consequently, this system is able to detect the crossing of an individual
electron by counting each change of state. In principle, the aim should be to reach
a counting speed of at least 60 MHz, corresponding to 10pA with a 10 parts in 10°
uncertainty. However, the best measurements reported so far show measured current
less than 1pA [27].

32. SETSAW pump. — The principle and the design of the electron transfer using a
surface acoustic wave (SAW) generating a quantized current is quite different from the
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Fig. 10. — Basic circuit of an RF-SET electrometer. [ is calibrated in terms of e and f by
measuring the average frequency of the signal caused by the time correlated SET oscillations in
1D array.

one of the pumps, but the SETSAW devices remain interesting candidates for developing
a current standard source or for quantum computing. A 2DEG in a heterostructure
of GaAs/AlGaAs, very similar to those present within QHE devices, is confined to a
one-dimensional (1D) channel by using split-gate technique (fig. 11). Thus, this channel
is located between two electron reservoirs. By applying an appropriate voltage to the
gate, the electron density in the constriction can be reduced to zero and an energy
barrier for electrons appears. Due to the piezoelectric effect, a potential modulation is
created, propagates through the SETSAW and is superposed to the energy barrier in the
constriction area. Based on the Coulomb repulsion, it has been shown that an integer
number of electrons, determined by the created well size, can be transferred through a
SETSAW device and generates a current I = N - e - f [28]. The maximum speed would
be around 10 GHz.

For several years, the collaboration between the University of Cambridge and NPL
has extensively investigated and developed a SETSAW current standard [29]. A total

gate

SAW | > ZDEG

gate 1D Channel

)

Fig. 11. — a) Schematic of the active part of a SETSAW device. b) Superposition of the surface
acoustic wave and the barrier created by the split gates. The Fermi level of the 2DEG is indi-
cated. The hollows of the modulation of the energy act like potential well which can propagate
a single electron through the barrier.
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current uncertainty of a few parts in 10* has been estimated but no real flat plateau has
been displayed [30]. This lack of accuracy would no more ascribed to the overheating of
electrons due to RF power needed by the transducer and by the speed of switching on
and off of the propagating acoustic wave but would be explained by impurity effects [31].
From a model based on Coulomb blockade and a quantum dot within the 1D channel,
it has been found that a current quantization I = ef may occur at low RF power when
SAW amplitude corresponds to a quantum dot charging energy and at gate voltage
slightly exceeding the threshold value above which the channel is depleted. This single
electron transport is maintained close to equilibrium, i.e. with limited overheating of
electrons [31,32]. We note ongoing developments of SETSAW pump based on carbon
nanotubes [33,34].

3'3. Cooper pair pump. — In principle, the devices consisting of small-capacitance
Josephson junctions forming superconducting islands coupled to gate electrodes are able
to pump Cooper pairs one-by-one driven by a frequency higher than in the normal pump
case. However, the tunnelling of cooper pairs is a phenomenon more complex than
the one of electrons in the normal state because the Josephson coupling energy, Ej (=
hlc/(4me) where I is the critical current of the Josephson junction) must be taken into
account and compared directly to the charging energy, E.. Nevertheless, with Fy < E,
a current I = +2ef generated by a three-junction superconducting pump has been
observed by several authors [14,35,36]. But, the transfer of the Cooper pairs across the
device is disturbed by factors (Cooper pair co-tunnelling, quasi-particles poisoning ... )
involving an imperfect plateau of the I-V curve. In order to improve the accuracy of
the superconducting pumps, Zorin et al. have proposed to connect resistors in series to
the ends of the array following the example of their R-type normal pumps [36]. The
measurements show the through-supercurrent and the unwanted co-tunnelling events are
dramatically suppressed.

3'4. New devices. — Another approach to pump single Cooper pairs per cycle has been
proposed by Niskanen et al. The device, referred to as Cooper pair sluice, consists of two
mesoscopic SQUIDs forming between them a superconducting island, which is fitted
with a gate [37,38]. The gate provides the possibility of coherent transfer of Cooper pair
charges, one at a time, under the influence of an applied RF signal. Quantized currents
of 10 up to 100 pA could be obtained with a calculated accuracy of one part in 107.

Different particular Josephson devices are currently investigated for the observation
of the Bloch oscillations (see, e.g., [39-41]). These are periodic oscillations which man-
ifest on the voltage across a current biased single Josephson junction at frequency
f =1/2e[11,42]. The Bloch voltage oscillations and the Josephson current oscillations
are actually dual phenomena. Phase locking Bloch oscillations by an external microwave
signal could yield current steps in the I-V characteristics. Very recently, it has been
shown that the current range of 100pA-1nA could be attainable [40]. Following the
example of Josephson voltage standards, the Bloch oscillation devices are thus expected
to be promising candidates for realising quantum current standards.
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Fig. 12. — Different methods (current comparator at room temperature, potential difference
bridge, integration bridge) used for the calibration of current less than 1 A and corresponding
uncertainties. The integration method consists in the measurement of the rising time of the
supplied current for a given voltage variation applied to a capacitance or inversely in the mea-
surement of a varying voltage across a same capacitance along a known period.

To make up the list of single charge transport devices, we have to come back to non-
superconducting devices and to mention the promising development of silicon-based SET
pumps. The advantage of the silicon over aluminium lies not only in a possible higher
pumping frequency (due to a smaller RC' time constant), but also in a high stability of the
background charge and a higher operating temperature (7' > 1K). First measurements
on silicon-based SET pump with tuneable barriers have shown current steps at a level of
16 pA (f = 100 MHz) and at temperature as high as 20K [43].

4. — New electrical standards and quantum metrological triangle experiments

4'1. Electrical standards. — In practice, the ampere is reproduced by means of the
ohm and the volt represented by the quantum Hall resistance standards (QHRS) and the
Josephson array voltage standards (JAVS) respectively. On the other hand, the farad is
reproduced by implementing a Thompson-Lampard calculable capacitor or by means of
the QHRS associated to a measurement chain linking resistance to capacitance. However,
the development of the Quantum-Metrological Triangle (QMT) experiments, which will
be described below, requires quantum current or capacitance standards. SET devices
are particularly well suited for these standards, which will play an important role for the
“mise en pratique” of the possible redefinition of ampere and farad within the frame of
a new SI to be implemented in mid term.

It is noteworthy that in shorter term the direct use of SET as primary current standard
will be relevant for a current range less than 1 nA (fig. 12). This concerns the calibration
of sub-nano ammeters (commercial electronic devices or home-made integration bridges)
which allow national metrology institutes in electrical and ionising radiation domains
to calibrate then their own secondary low-current standards and high-value resistance
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I=iURy

Fig. 13. — Quantum-metrological triangle. Theory predicts that Rk, Kj and Qx correspond to
the fundamental constants h/e?, 2¢/h and e.

standards (R > 1T€Q). The improvement of the traceability of small currents should
benefit to some instrument manufacturers (detectors or meters of small electrical signals)
and to the semiconductor industry (characterization of components, testing of wafers).

4°2. Quantum-Metrological Triangle. — SET, or more widely, Single Charge Transport,
provides the missing link of the Quantum-Metrological Triangle (QMT) (fig. 13) by
realising a quantum current standard whose amplitude is only given by the product of
the elementary charge by a frequency. The closure of the QMT experimentally consists
here in applying Ohm’s law U = RI directly from the three phenomena SET, Josephson
effect (JE) and Quantum Hall Effect (QHE). Another approach to close the triangle
proposes to apply @ = CV by means of a quantum capacitance standard.

In practice, the experiment amounts to determine the dimensionless product
Rk K;3Qx, expected to be equal to 2, where the constant Qx is defined as an estimate
of the elementary charge [12], Qx = e|sgT, by analogy with the definitions of Josephson
and von Klitzing constants, K; = 2e/h|;g and Rk = h/e?|que. Checking the equality
Rx K3Qx = 2 with an uncertainty of one part in 10® will be a relevant test of the validity
of the three theories.

The experiments testing the universal character of JE and QHE by showing that the
Josephson-voltage-frequency quotient Vj/f and the product index of the QHE plateau
times the resistance of the plateau i x Ry (i) are independent of materials at a level of parts
in 10'¢ [44] and parts in 1019 [45,46], respectively, and the high level of agreement shown
by numerous comparisons of quantum voltage and resistance standards (part in 1019 to
a few parts in 10%, respectively) ( [6] and references therein) undoubtedly strengthen our
confidence in the universal and fundamental aspects of Kj and Rk and hence in the
equalities Kj = 2e/h and Rx = h/e?. However, even if strong theoretical arguments
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exist, the high reproducibility of the JE and the QHE, from a strictly metrological point
of view, does not prove these relations.

The validity of these two relations has been recently tested by the CODATA Task
group in the framework of the 2002 fundamental constants adjustment. It is shown that
there is no significant deviation between Kj and 2e/h and between Rk and h/e? but
within a fairly large uncertainty in the case of Josephson relation. The uncertainties
amount to 8.5 and 2 parts in 10%, respectively [8]. Very recently, Mohr et al. noted op-
posite significant deviations of K from 2e/h when the data coming from X-ray Crystal
Density (XCRD) measurement on Si sphere V;,(Si) or from gyromagnetic ratio mea-
surements in low field I(lo) are alternatively deleted from the set of input data [47]
Kj/(2e/h) =1—(2734£95) x 1072 and Kj/(2¢/h) = 1+ (546 £161) x 1077, respectively.

These discrepancies (different by 8 parts in 107), which perhaps could be correlated
to the present discrepancy of one part in 10° on the value of h, measured either by means
of watt balance or through XCRD measurement, emphasize the usefulness to close the
triangle even with an uncertainty level of few parts in 107.

4'2.1. QMT by applying Ohm’'s law U = RI. The first way to close the QMT by
applying Ohm’s law on quantities provided by QHE, JE and SET consists in the direct
comparison of the voltage Uy supplied by a Josephson junctions array to the Hall voltage
of a QHE sample crossed by a current I delivered by a SET current source. The current is
amplified with a high accuracy by means of a cryogenic current comparator (CCC) [12].
This comparison leads to the relation

(14) Uy = RuGI,

where G is the gain or winding ratio of the CCC. Considering the JE, QHE and SET
relationships, eq. (14) becomes

(15) nfi/Ky = (Rx/i)GQx fser,

where n is the index of the voltage step delivered by the JAVS at the microwave frequency
f3, 1 is the index of the QHE plateau and fsgr is the driving frequency of the SET current
source. It leads to the dimensionless product

(16) Rk K;jQx = n(i/G)fy/ fser.

Another approach which leads to the same relation (16) consists in balancing the cur-
rent delivred by the SET device against the current applied to a cryogenic resistor of
high resistance value (100 M) by a Josephson voltage. The current is detected by a
CCC operating as an ammeter [48]. Then the same CCC is used for calibrating directly
the 100 M2 resistance with the quantum Hall resistance standard [49].

Measuring the deviation of Rx Kj@Qx from 2 will give information on the consistency
level of the three quantum phenomena. It is noteworthy that the quantum charge involved
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in SET will be determined in terms of the elementary charge e if one assume Rg = h/e?
and Kj = 2e/h.

4'2.2. QMT and electron counting capacitance standard. The development of a capaci-
tance standard from SET devices, the so-called Electron Counting Capacitance Standard
(ECCS), is feasible by applying the natural definition of the capacitance: the transfer of a
well-known charge @ between the electrodes of a cryogenic capacitor with a capacitance
Ceryo and the measurement of the potential difference AV between these electrodes:
Caryo = Q/AV [13,50].

Considering the controlled number N of pumped electrons during a given period and
the measurement of AV by comparison to the voltage of a Josephson device biased on
n-th Shapiro step and irradiated at frequency f’;, the capacitance is given by the relation

(17) C’cryo = (N/nf/J)KJQX-

The capacitance Ciryo is then compared to a known capacitance Cx of a capacitor
placed at room temperature. Two kinds of results could be obtained.

1) If Cx has been previously measured in terms of the second and Ry, by means of
a complete measurement chain whose the keystone is a quadrature bridge enabling the
impedance comparison between capacitance and resistance (2rRC fq = 1 at equilibrium),
it can be written in a simplified form as

(18) Cx = A1/ (Bx fq),

where A; is a dimensionless factor issued from the measurement and fq is the balance
frequency of the quadrature bridge. Combining the two last relations (17) and (18) leads
to a new expression of the dimensionless product Rx KjQx:

(19) Rk KyQx = A1(n/N)(Ceryo/Cx) f'5/ fo-

2) If the capacitance Cx has been directly compared to the capacitance variation
AC of the Thompson-Lampard calculable capacitor ( [2,3] and references therein), and
consequently known with a value expressed in SI units:

(20) Cx = {Cx}siF = A2{AC}gsiF,

where the quantity inside brackets {}sr is a dimensionless numerical value and, using the
same notation as before, As is a dimensionless factor. Then, from relation (17) a SI value
of the product KjQx can be deduced

(21) K3Qx = Ao (N/n)(Ceryo /Cx){ f1AC} Q7 = As{f/;AC} O
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where A3 = A3(N/n)(Ceryo/Cx). Combining this SI determination of KjQx with the
closure of the triangle via U = RI leads to a new SI realisation of Rk

(22) Ry = A4{fSETAC}5171 Q,

where Ay = A3™'n(i/Gcec)(f'5/f1). The two relations (21) and (22) give rise to mea-
surements of a quantity whose value might be compared to the values of h/e? deduced
from measurements in atomic physics (anomalous magnetic moment of electron, ground
state hyperfine transition frequency of muonium, quotient of Planck constant and either
relative atomic mass of cesium or neutron mass times lattice spacing of a crystal), or in
solid state physics (shielded gyromagnetic ratio of proton). These provides new determi-
nations of « if one assumes exact the relations Rx = h/e?, Kj = 2¢/h and Qx = e. It is
noteworthy that the first one is independent of QHE.

4°2.3. Observational equations. It is thus shown that the QMT experiments do not
consist solely in verifying the consistency of QHE, JE and SET. The closure of QMT via
the two approaches U = R- I or Q = C' -V might give significant information that can
be taken into account in the adjustment periodically made on fundamental constants by
the CODATA task group [8]. The adjustment is based on the method of least squares
described in details by Mohr et al. in [51]. Using the same notation of the authors, the
adjustment involves a large number of input data ¢; (more than 80 in 2002), each of them
being expressed as a function f; of constants to be adjusted z; (for example «, h, R, . . .)
and giving rise to the set of observational equations.

(23) a=fi(z1,22,...,2m)-

The previous relations (16), (19), (21) and (22) correspond to new observational equations
as follows [52]:

(24) Qx-90=[(KRk)/(Kj.00Rk-90)] - [2ah/ (poc)]*/?,
(25) K;Qx=4a/(uoc),
(26) Rx=poc/(2a),

where Qx_90 = [I xA/Ago]/f, I is measured in conventional unit Agg and the assumptions
Rk = h/e? and Kj = 2e/h being relaxed.

4°2.4. Determination of the elementary charge. It is noteworthy the great interest to
combine all the three experiments, QMT, calculable capacitor and watt balance in a
same laboratory or not. This would lead to a first direct determination of the quantum
charge involved in SET devices, the expected electron charge, without assuming that
Rk = h/e? and Kj = 2e/h. The best known value of e is at present the 2002 CODATA
value (e = 1.60217653 C, with an uncertainty of 8.5 parts in 10%) mainly issued from
values of the Planck constant h (via watt balance) and the fine-structure constant «
(g-2, h/m ratio and QHE).
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The watt balance provides the SI value of the product K;2Rk
(27) KJzRK :AS{fJQ/[Mgv}}SI QV_2 5_27

where, as before, Ay is a dimensionless factor, fy is the Josephson frequency. M, g and v
correspond to the suspended mass, Earth’s gravitational acceleration and the constant
speed.

The determination of Rk from the complete experiment linking the Thompson-
Lampard calculable capacitor to the quantum Hall resistance standard gives

(28) R = As{(ACS)) " 14 2

where Ag is a dimensionless factor andf, is the frequency of the balanced quadrature
bridge.
These two experiments combined with QMT lead to the new observation equation

(29) Qx=[2ah/(1100)] /2.

This relation can be deduced from (24) by considering that here the current I is measured
in ST unit A. From the two approaches of QMT (U = RI or Q = CV'), the measured SI
value of QJx is given by

(30) Qx = Ar{[ACSMgo] ' fser }_ C,
or
(31) Qx = As{ [ACMgv/fq]1/2}SI C,

where A7 and Ag are dimensionless factors.
4'3. QMT experimental set-up using a CCC

4'3.1. Cryogenic current comparator (CCC). In general, the CCC is used in NMIs to
calibrate resistances against quantum Hall resistance standards. This is the instrument
which has allowed to demonstrate the universality of QHE with the highest accuracy.
The CCC can also be used as a low-current amplifier with two characteristics never
reached by any conventional device. The CCC may exhibit a current resolution around
lfA/Hzl/ 2 or less over the white-noise frequency range. This excellent resolution is
mainly due to the low-noise properties of the magnetic flux detector used, currently a
SQUID (Superconducting Quantum Interference Device) [53]. The second extraordinary
feature of this cryogenic amplifier is the exactness of the current gain. The CCC is
shortly described below. More details can be found in the literature [54].

The principle of CCC, invented by Harvey in 1972 [55], rests on Ampére’s law and
the perfect diamagnetism of the superconductor in the Meissner state. Given two wires
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Fig. 14. — Toroidal structure of a CCC and principle (in insert). The supercurrent flowing up
the inner surface of the toroidal shield is given by I = N1I; 4+ Nals.

inserted in a superconducting tube (fig. 14), currents I; and I circulating through these
wires will induce a supercurrent I flowing up the inner surface of the tube and backing
down the outer surface in such a way to maintain a null magnetic flux density B inside
the tube.

Application of Ampere’s law to a closed contour (a) in the bulk gives

(32) fB-dlezuo-(h—&-Ig—I)
a
and leads to the equality of the currents

(33) I=1+1.

If the tube contains Ny and Ny wires crossed, respectively, by currents I1 and Io, then (33)
becomes

(34) I=NI + Nols.

These equalities are valid independently of the position of the wires inside the tube.
Here is the key reason of the high accuracy of the CCC. In practice, a CCC is made
of two windings with N; and Na turns crossed by currents I; and I circulating in
opposite directions. These windings are enclosed in a superconducting torus [56], whose
extremities overlap without being electrically connected on a length large enough to
overcome the end effects, which distort the current equality in the real case of a finite
length tube (fig. 14).
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The outside magnetic flux ®, which results only from the supercurrent Iccc, is de-
tected by a SQUID through a flux transformer composed of a pickup coil wound very
close to the toroidal shield (on its inner or outer surface) and the input coil of the SQUID.
The output voltage of the SQUID is then converted in a current, which feeds back one
of the two windings to null the magnetomotive forces

(35) NI — NoI, = 0.
From this ampere turn balance the equality of the ratios results
(36) I,/I; = Ny/Na.

Except the case of a wrong number of turns in the windings, the error in the current ratio
or equivalently in the current gain is in general very small, least measurable values of
10~ having been reported so far. The ratio error comes mainly from a lack of efficiency
of the superconducting toroidal shield (in a.c. measurements carried out at frequencies
higher than 1 Hz, error sources arise from various capacitances inside the CCC).

The second relevant characteristic of the CCC is its current resolution d/¢cc in terms
of A/Hz'/? and is defined as the square root of the power spectral density of current noise
referred to the CCC input, or equivalently as the minimum measurable supercurrent
circulating in the overlapping tube of the CCC. The relation below gives a complete
expression for dIccc,

(37) SIcoc = [4kpT/Rin + 82/ Ni*k* L' coc + (Saext /N1 L coc)?] v,

where N is the number of turns of the primary winding of the CCC, k is a coupling
parameter between the pickup coil and the overlapping toroidal shield characterized by
an effective inductance L'cce [54]. The first term corresponds to the Johnson noise of
the input resistor Ry, at temperature T. The second term is the contribution of the
SQUID with an energy resolution € when the optimal sensitivity of the CCC is reached.
The third term comes from the external magnetic flux noise with a power spectral den-
ity Sgext- Lhis last term becomes negligible with careful shielding as described below.
The dominant noise arises from one of the two first terms, depending on the CCC appli-
cation. When a CCC is used for comparing resistance standards [6], the Johnson noise
they deliver cannot be avoided and consequently the number of turns of the primary
winding is increased to a limiting value (typically around 2000) above which the noise
contribution of the SQUID becomes negligible. For low current measurements implying
CCC-based current amplifier, very high input resistances are involved (R, > 100 M),
and consequently only the SQUID noise contributes

1/2
(38) §loce ~ [8¢/ N1k L ccc] 2
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Fig. 15. — Basic circuit for closing the quantum metrological triangle.

4'3.2. CCC used as a current amplifier. An experimental set-up for testing QMT is
sketched in fig. 15. The current amplifier is composed of a CCC of high winding ratio,
G = N1 /N3, a d.c. SQUID with low white-noise level and low corner frequency f., and
a secondary current source, servo controlled by the SQUID in such a way that the latter
works at null magnetic flux and the relation (36) is verified [12]. In order to minimize
the contribution from 1/f flicker noise, the polarity of the current to be amplified is pe-
riodically reversed. The Hall voltage is simultaneously compared to the voltage of a
programmable Josephson junction array voltage standard (JAVS), well suited here be-
cause of the low voltage level and the requirement of periodic reversal of polarity [57].
The null detector will be balanced by adjusting the operating frequency of the SET
source fsgr. This frequency and the irradiation frequency of the Josephson array are
both referred to a 10 MHz rubidium clock.

The great challenge of this experiment is to reduce the type-A uncertainties to the level
of few parts in 107 and ultimately one part in 108, taking into account the low current
delivered by the SET source. The largest type-B uncertainties are estimated to be on
the order of one part in 10® or less, and depend weakly on current level. They arise
from the CCC (uccc ~ 1078 including capacitive leakage, finite open loop gain and
winding ratio error), the quantum Hall resistance standard (uqurs < 107° considering
the effects of finite temperature, contact resistance and resistive leakage), the Josephson
voltage set-up (ujg < 1078 mainly due to residual e.m.f., resistive leakage, detector and
frequency error) and the SET experimental set-up (usgr < 1079 coming from current
leakage and frequency error) without taking into account intrinsic errors of SET device
(missing events due to pumping frequency, cotunneling and thermal effects).

In order to analyze the different noise sources and to estimate the possible type-A
uncertainties, let us consider a simplified diagram of the QMT experiment as shown
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SET
source

Fig. 16. — Principle of a QMT experiment involving a CCC-based current amplifier.

in fig. 16. Two detectors are used: the SQUID which detects the magnetic flux §®
induced by the supercurrent in the CCC and to be zeroed, and a voltmeter to measure
the deviation AV between the Hall and Josephson voltages.

The voltage noise recorded by the voltmeter and referred to the nominal voltage V is
given by the expression

(39) SVIV = [61%ccc + 4knT/G? Ry + (6V2\p + 6V %emt) /G2R?]* [ Ispr,

where one finds again in the first term the current resolution of the CCC directly linked to
magnetic flux noise 6@ at the SQUID input. The second term reflects the Johnson noise
of the quantum Hall resistance, while the third term corresponds to the noise generated
by the null detector (ND) itself including the instability of unwanted electromotive forces.

The required CCC for amplifying the very small current generated by the SET source
must present high winding ratio and ultra low noise performances. In this framework,
some CCCs with winding ratios from 10000:1 to 109999:1 have been investigated by
NMIs [58-63]. They present input current noise d/ccclexp from 0.8 to 4fA/Hz'/? in
the white-noise range (typically f > 0.1 Hz) although measured in the favourable case
where the CCC was not connected to SET device. The input current noise undoubtedly
increases once the input winding of the CCC is connected to a SET current source (due to
increased influence of antenna loop effects, microphonics effects). For example, dIccc
has been found in the order of 12 fA /Hz'/? with a CCC connected to an electron pump
compared to the initial value 4fA/Hz'/2? [64]. All The experimental values 6Icccexp
are around ten times higher than the expected values §1?ccclineo varying from 80 to
700aA/ Hz'/2. Some improvements have thus to be done for reducing this margin and a
value of 1fA/Hz'/? might be considered as a first reasonable target.

The Johnson noise term is made negligible by designing CCC with a gain higher than
10*. Considering a QHE sample cooled at current temperature of 1.3 K and operating
on the i = 2 resistance plateau (Ry(i = 2) = Rk /2 ~ 13kQ), the term (4kpT/G?Ry)'/?
is only in the order of 7aA/Hz!/2.

The null detector generates both noise voltage dUnp and noise current d Inp. The lat-
ter depends on the resistance placed at the input of the detector and might become dom-
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inant if a threshold resistance value is exceeded. The last term of relation (39) can then
be expressed by

(40)  (6V?xp + 6V?emt)/G*R?*u = (6UNp + 6V?ems.) /G R?u + 6I°np (Ru) /G

Considering the previous case with G = 10* and Ry =~ 13k(, the noise characteris-
tics 0Inp ~ 100 fA/Hzl/2 and 6Unp ~ 20 pV/Hzl/2 (corresponding to an equivalent
noise resistance of 40 Q) of the EM model N11 nanovoltmeter and 0Ve ¢, &~ 1 nV/Hzl/2
typically, it results

[(6V2Np + 0V 2 ms)/G2R?u]" ~ 14aA /HZ/2.

This value is well below the CCC current resolution.

With the target value of 1fA/Hzl/2 for 6Iccc, the total noise detected by the volt-
meter and referred to the input voltage might amount to §V/V =~ 1 x 1073 /Hz'/? for a
current of 1 pA.

Finally, the experimental standard deviation of the mean for a set of data can be
estimated, either with a power spectral density calculus either with an Allan deviation
one [65,66]. These calculi can be carried out only if the noise is white. In this case, s(I)
represents the type-A uncertainty associated to the mean value of the current I [67] and

the Allan deviation is an unbiased estimator of s(I) [65,66].
(41) s(I)/I = [hofo/(2N)]"/?,

where hg (= V2. 1/V?) is the white-noise level (in A%/Hz) as defined in [66], fo is the
sampling frequency of the measurement and N is the total number of values.

The condition of white noise will be fulfilled if the current to be measured is pe-
riodically reversed at a frequency slightly higher than the corner frequency fc of the
SQUID. fc defines the frontier between the domains of 1/f noise and white noise. In
fig. 17 we report a typical set of data over a measurement time Tx and composed of
N reversals of current. fy; denotes the modulation frequency of a single measurement
(two current reversals) and n the number of values per trace taken with an integrating
frequency fi : fm = fi/n, ITn = N/ fum.

The sampling frequency to be considered is equal to the frequency fi; and conse-
quently

s(I)/I = [hofr/(2N)]'/?,

(42) s(I)/1 = [ho/(2Tx)]"/2.

For hé/z = 1fA/Hz'/? and considering the typical values used at LNE [24], fy; = 0.14 Hz,
the experimental standard deviation of the mean s(I) from a one-hour measurement
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Fig. 17. — Set of values recorded at the output of the SQUID of the CCC during a measurement
carried out at LNE. The current delivered by an electron pump is periodically reversed at a
frequency so that the SQUID works in the white-noise regime.

would amount to 10aA, i.e. around 7.4 parts in 10° for a current of 1.6 pA delivered
by an electron pump operating at 10 MHz. This is already lower than the uncertainties
obtained for the same current amplitude with the best conventional bridge (involving
integration method) so far.

With the system at LNE, using a CCC in non-optimal working mode(®) (the SQUID
being flux-locked by feeding the current to its modulation coil and not to the secondary
winding of the CCC), the current of 16 pA generated by an electron pump at 100 MHz
has been measured with a type A uncertainty of 55aA (i.e. a relative uncertainty of 3.5
parts in 10%) after 6.5 hours of measurement [64] in agreement with ho'/? measured at
the level of 12fA/ Hz'/2. From this result, some improvements have to be made both
on R pump and CCC used as current amplifier to reach an uncertainty below one part
in 105. SET devices capable to supply currents up to 100 pA and generating lower noise
must be developed in order to attempt the ultimate uncertainty of 1 part in 108. A new
amplifier with a better sensitivity is also needed. This can be obtained by increasing the
CCC gain with a factor 5 and by using a SQUID well suited to the experiment.

4°3.3. CCC used both in the calibration of a cryogenic resistance and as current detector.
The principle of QMT experiment implying a CCC as a current detector instead of a
current amplifier is sketched on fig. 18. It presents the advantage of involving a single
detector with a very low input current noise and allowing current reversals faster than
in the previous case, i.e. at frequencies of 1 Hz or higher [48], thus operating the SQUID
far from the 1/f noise regime.

(®) i.e. in an internal feedback mode, where the SQUID is flux-locked by feeding the current to
its modulation coil and not to the secondary winding of the CCC.
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" SET]
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Fig. 18. — Principle of a QMT experiment with a CCC operating as a SQUID ammeter, the
primary winding being the input coil coupled to the SQUID via a flux transformer. Induced by
a voltage generated by a Josephson array to a cryogenic resistor, a current Iy is opposed to a
current Isgr delivered by a SET device.

The expected value of the type-A uncertainty on the current deviation Al = Isgr—Igr
will be given by

(43) s(I)/I = (1/1)/Tn*"?
with
(44) 0T = (4ksT/Reryo + 01%ccc)”

by taking into account the intrinsic current noise of the CCC given by the relation (38).
A cryogenic resistor of 100 M2, as proposed at NIST [48], cooled down to 1.3K (in
a simple pumped helium bath) generates a current noise of about 800aA /Hz'/2, in the
same order of the noise of the null detector described in 5.2.2. making the two approaches
equivalent in terms of type-A uncertainties which could be reached.

In this experiment the challenge to overcome is the calibration of the cryogenic resis-
tance, whose value of 100 M{2 has to be measured in terms of Rk with an uncertainty as
low as one part in 10%. This requires a specific CCC bridge enabling a direct comparison
with QHR [49].

4'4. QMT experimental set-up using an electron counting capacitance standard. — The
QMT has been successfully closed within an uncertainty of one part in 106 at NIST [50].
As shown in fig. 19, the system consists of a seven junctions electron pump, a SET
transistor/electrometer with a charge detection threshold of the order of e/100, and a
cryogenic capacitor of 1.8 pF capacitance. Two mechanical cryogenic switches N; and
N, allow two working phases:

a) Ny closed, Ny open

In this phase, the cryogenic capacitance Ceryo (= 1pF) is charged with N electrons
generated one by one through the pump. The process is stopped for a short time (205s) to
measure the voltage V. ™. Then, the pump is forced to transfer N electrons in the opposite
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Fig. 19. — Principle of electron counting capacitance standard [50]. Two operating modes: 1) Ny
closed, Ny open: electrons are periodically pumped forward and backward, 2) Ni open, Nj
closed: The cryogenic capacitance is compared to a reference capacitance.

direction. Another stop occurs to measure a voltage V., and so on. The successive
voltages V. and V.~ are compared to those of a JAVS and the differences AV =
V.t — V.7 are calculated. The average of these differences (AV) gives the capacitance

(45) C’Cryo = Ne/<AV> = (N/an)KJQX

from the relation (AV) = nf;/Kj, where n is the index of the voltage step provided by
the binary Josephson array at a frequency fj.

b) N1 open, Na closed

In this second configuration, Cc,y, is compared with the capacitance Cy of a capacitor
at room temperature using a capacitance bridge. This capacitance comparison is carried
out at a frequency in the kHz range, much higher than the effective frequency of electron
counting (25 mHz) and at 15V of rms voltage value (compared to 3.5V in the first phase).

Keller et al. [68] has recently established a complete uncertainty budget on the results
reported in 1999 [50]. The combined total uncertainty amounts to around 9.5 parts in
107 and mainly results from the uncertainty components given below.

For the electron counting phase, the relative standard deviation of Ceyo values
is in the order of 1.4 to 2.4 parts in 107 depending on the run performed (three runs
in total). The type-A uncertainties lie within 1.2 and 2.3 parts in 107 while the two most
important type-B uncertainties amount to 5 parts in 10® and 4 parts in 10® correspond-
ing to the calibration of the digital voltmeter against JAVS and the capacitive leakage of
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Ceryo, respectively. About the electron pumping error, earlier measurements have shown
uncertainties of one part in 10® at frequencies of a few MHz [22].

For the capacitance comparison phase, the commercial bridge used was traceable to
the calculable capacitance standard at NIST with a calibration uncertainty of 8.5 parts
in 107. This corresponds to the most important type-B uncertainty, the other are in the
order of 2 parts in 107 (for example the correction of cable loading effects), while the
type-A uncertainty here has been found ten times lower.

Last but not least, type-B uncertainties corresponding to the frequency and voltage
dependences of the cryogenic capacitance have to be taken into account. They amount
to 2 parts in 107 [69] and 9 parts in 10® [68], respectively.

Unlike the U = RI approach, this experiment does not need a SET source supplying
currents higher than a few pA to close the triangle at least with an uncertainty of one part
in 107. This uncertainty level will be reached by this method if efforts are undertaken
particularly on the capacitance measurement. A drastic improvement will be in imple-
menting a coaxial capacitance bridge based on two terminal-pair method [70]. This will
be absolutely required in order to reduce more the uncertainty and to reach the level
of few parts in 10%. This also needs a better knowledge of the frequency dependence of
the cryogenic capacitor. Presently the observed logarithmic increase of the capacitance
when the frequency decreases below few 100 Hz might be due to dielectric dispersion and
dissipation of insulating films of CuyO formed on the surface of the electrodes [69].

Within this frame, developments of ECCS are also in progress at other NMIs. A cryo-
genic capacitor with highly symmetrical coaxial electrode arrangement has been devel-
oped at the PTB: Ceyo = 1.435pF at 4.2K, drift < 1 10~7/day when the capacitor
is maintained at low temperature, ACqyo/Coryo = 1.3 10~ during several thermal cy-
cling [71]. In addition to the highly reliable cryogenic switches, METAS has designed
and fabricated a tuned capacitor [72]. The capacitance value can be adjusted at room
temperature so that the value is equal to the nominal value 1pF within 3 parts in 10°
allowing to take advantage of high-precision capacitance bridges.

5. — Conclusion and prospects

The development of the Coulomb blockade nanodevices opens extended prospects for
applications in fundamental electrical metrology, i.e. the development of current and ca-
pacitance standards, and, more crucially, the closure of the quantum-metrological triangle
and the determination of the elementary charge. These experiments could contribute to
establish a new frame of the SI, fully based on fundamental constants by creating a direct
link between the fundamental physics and the units. The target uncertainty needs to
be around few parts in 107 and then ultimately one part in 10%. If there is no devia-
tion, our confidence on the three phenomena to provide us with 2e/h, h/e? and e will
be considerably enhanced. Any significant discrepancy will prompt further experimental
and theoretical work. The closure of the quantum-metrology triangle, at these required
uncertainties, should be assisted by improvements in new SET devices which could gen-
erate accurate currents as high as 100 pA. Ideas currently under investigation for the
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implementation of a higher-frequency-locked current source include improved R-pumps,
silicon-based electron pumps, SETSAW devices, superconducting Cooper pair pumps
as a generalization of a single electron pump, Cooper pair sluices, Bloch oscillation de-
vices, etc. Efforts have also to be pursued and encouraged in the improvement of CCCs,
cryogenic capacitors and associated measurement techniques.

The Coulomb blockade nanodevices also present a high metrological potential in the
applied domain in electricity and ionising radiation (calibration of sub-nano ammeters
and development of charge detector), in thermometry (absolute cryogenic thermometer
with so-called Coulomb blockade thermometer invented by Pekola et al. [73] and com-
mercially available), in nanometrology (nanometer scale displacement sensor) and in new
fields based on single-photon sources (single- or multiple-photon discrimination metrol-
ogy, quantum cryptography and computing). Moreover some encouraging preliminary
results and the advances in nanofabrication techniques (miniaturization of the tunnel
junctions) will improve the performances of SET devices and allow them to operate at
higher temperatures in future.

All these emerging applications in addition to those reaching maturity in fundamental
electrical metrology (quantum standards based on QHE samples arrays and Josephson
junctions arrays) and in time and frequency domain (microwave frequency standards by
cooling atoms, femtosecond optical frequency combs, ion optical clocks ...) give signs on
the metrology of the future, a science more and more focused on the measurement of dis-
crete quantities rather than continuous quantities by detecting, manipulating, counting
elementary entities (electron or charge quantum, flux quantum, photon . ..). This evolu-
tion explains the present discussion around the new formulation of the SI which should
express more our present knowledge on quantum physics and the date of its implementing
will mark this crossover.
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Cooling, trapping and manipulation of atoms
and Bose-Einstein condensates:
Applications to metrology(*)

K. HELMERSON and W. D. PHILLIPS

Atomic Physics Division, Physics Laboratory, National Institute of Standards
and Technology - Gaithersburg, MD 20899, USA

1. — Introduction

The thermal motion of atoms often imposes limitations on the precision and accuracy
of measurements involving those atoms. Atomic beam cesium clocks are one outstanding
example, where the typical thermal velocity of the cesium atoms, on the order of 200 m/s,
limits the observation time to a few milliseconds in a typical apparatus. This finite ob-
servation time results in a linewidth for the microwave resonance whose frequency defines
the unit of time. Other motional effects include first- and second-order Doppler effects
whose presence limits the performance of such clocks. Because conventional refrigera-
tion would result in the condensation of cesium or other atoms into a solid, researchers
sought other means of reducing the thermal motion, a quest that led to laser cooling and
electromagnetic manipulation of neutral atoms. Similar techniques have been developed
for trapped ions and used in metrological applications, but these are not treated here.

These notes are based on a series of lectures given at the Enrico Fermi Summer School
on Recent Advances in Metrology and Fundamental Constants held in Varenna in July
and August of 2006. The notes include a general discussion of the mechanical effects of
light; laser cooling and trapping techniques for neutral atoms; experiments with Bose-

(*) Official contribution of the National Institute of Standards and Technology, not subject to
copyright in the United States.
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Einstein condensed sodium and rubidium atoms at the National Institute of Standards
and Technology (NIST) in Gaithersburg, Maryland; and applications of these techniques
to metrology.

The topics to be covered in the general discussion of the mechanical effects of light
and laser cooling and trapping techniques include: radiative forces, both spontaneous
and dipole; various topics related to trapping neutral atoms, including magnetic traps,
both static and time-averaged orbiting potentials (TOP); laser dipole traps and far-off
resonant traps (FORTS); radiation pressure traps and the optical Earnshaw theorem;
magneto-optical traps (MOTSs); mechanisms limiting the loading of MOTs and tech-
niques to increase the densities, including dark spot MOTs; Doppler cooling and the
Doppler cooling limit; deceleration and cooling of atomic beams; optical molasses and
the discovery of sub-Doppler laser cooling; and new laser cooling mechanisms, including
polarization gradient and Sisyphus heating.

These topics have been selected as representing some of the important developments in
the interaction of electromagnetic fields and atoms which have enabled the development
of new metrological tools as well as the creation and manipulation of Bose-Einstein
condensates. More details on these and related topics can be found in a number of notes,
references, and review articles [1-13].

The later sections of these notes discuss metrology applications of cold atoms, par-
ticularly clocks and atom interferometers, as well as Bose-Einstein condensation (BEC)
and its potential applications to metrology.

Before beginning the discussion of the mechanical effect of atom-light interactions,
we define, for convenience, some frequently used notation and symbols, with frequencies
expressed in radians/second. The reader is cautioned that other authors may have used
other conventions:

0 = Wlaser — Watom 1S the detuning of the laser frequency from the natural resonant
frequency of the atom.

I' = 77! is the decay rate of the population in the excited state, the inverse of the
natural lifetime, the linewidth of the transition.

k = 27w/ is the laser photon wave vector.

kg is Boltzmann’s constant.

) is the on-resonance Rabi frequency for a laser field, the precession frequency of the
Bloch vector representing the 2-level atom when § = 0.

I/Iy = 29%/T? is the normalized intensity of the laser.

M is the mass of the atom.

Vree = Rk /M is the recoil velocity of an atom upon emission or absorption of a single
photon.

Free = M vfcc /2= h2 k2 /2M is the kinetic energy of an atom having velocity vyec.

2. — Radiative forces

Light comes in quantized packets of energy and momentum called photons. The trans-
fer of energy and momentum between the photon and an atom through either coherent
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or incoherent scattering results in a force exerted on the atom. This is the basis for the
mechanical effects of atom-light interactions. Radiative forces or the mechanical effects
of light are generally divided into two categories—the scattering force and the dipole
force.

2'1. The scattering force. — The scattering force, also called the spontaneous or ra-
diation pressure force, is the force exerted on an atom by the incoherent scattering of
photons. More precisely it is the force on an atom corresponding to absorption of a pho-
ton followed by spontaneous emission. The photon absorbed transfers ik of momentum
to the atom. The spontaneous emission of the photon is symmetrically distributed and
so the momentum transfer due to spontaneous emission, averaged over many absorption-
emission events, is zero. The average force on a two-level atom moving with velocity v
in a plane wave of wave vector k and detuning J is

(1) F(v) = ik

r I/1
2141/Ih+ 200 —k-v)/T]?

This force is the maximum scattering rate I'/2, times the resonance Lorentzian times the
photon momentum, i.e. the rate of absorbing photon momentum. The detuning § —k-v
accounts for the Doppler shift, and the force is large when |§—k-v| < T'. The spontaneous
force is limited by the rate at which spontaneous emissions can occur. These occur at a
rate I for excited atoms, whose maximum fractional population is 1/2.

For real, multilevel atoms, the situation can be more complicated. A common occur-
rence, typical of alkali atoms, is that the ground state is split by the hyperfine interaction
into two states separated in frequency by many times the optical linewidth I". An atom
excited by a laser from one of these hyperfine levels to an optically excited state may de-
cay by spontaneous emission to the other hyperfine level. Transitions from this level are
then so far out of resonance that effectively no further absorption occurs and no force is
applied to the atom. While various schemes involving selection rules and polarization of
the light may be used to avoid this problem of optical pumping, the most straightforward
method is to apply a second laser frequency, tuned to resonance between the “wrong”
hyperfine state and the optically excited state. This “repumper” keeps the atom out
of the wrong ground state and allows the atom to effectively feel the force of the laser
acting on the main transition.

Equation (1) is only valid if the force can be meaningfully averaged over many
absorption-emission events. If a single event changes the atomic velocity so much that
the resonance condition is not satisfied, such an average is not possible. This imposes a
validity condition 1k?/M < T on eq. (1). This condition is well satisfied for most atoms
of interest in laser cooling. For example, MT /hk? is 1200 for cesium laser cooled on its
resonance transition at 852nm and is 200 for sodium cooled at 589 nm.

2°2. The dipole force. — The dipole force, also called the gradient force or stimulated
force, is the force exerted on an atom due to coherent redistribution of photons. The
dipole force can be considered as arising from stimulated Raman events—the absorption
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Fig. 1. — a) Energy levels of a 2-level atom and a laser field in the bare basis, b) dressed basis
with the atom uncoupled and coupled to the field. ¢) Top: the intensity profile of the laser field.
Bottom: the dressed energy levels as a function of position for this intensity profile, for laser
detuning above and below resonance. The sizes of the black dots indicate the relative population
of the dressed states.

and stimulated emission of photons. (Note that the absorption and stimulated emission
cannot be thought of as successive and independent events; their correlation is central
to the proper understanding of the force.)

We can also understand the dipole force in analogy to a driven, classical oscillator.
A harmonically bound charge driven by an oscillating electric field E has an oscillating
dipole moment p which is in phase with the driving field when driven below resonance,
and out of phase when driven above resonance. The energy of interaction between the
dipole and field is W = —p - E. Below resonance the energy is negative and the oscillator
will be drawn toward a more intense field, while above resonance it will be drawn to the
weaker part of the driving field.

A particularly powerful and intuitive way of describing the dipole force is in
the dressed-atom picture. This has been treated in detail by Dalibard and Cohen-
Tannoudji [14] and we present the basic idea here. Consider a 2-level atom with
ground state |g) and excited state |e). Separately consider a single mode of the ra-
diation field, close to resonance with the atomic transition, having energy levels labeled
.oy ln=1),In),|n+1),... according to the number of photons in the mode. The energy
levels of these two distinct systems are shown in fig. la for the case where the photon
energy wry, is greater than the difference in energy between the atomic states, wa. This is
the “bare” basis in which we consider the atom’s energy levels and those of the photon
field separately. If we now consider the atom and laser field together as a single system
we have the dressed basis (atom dressed by laser photons) of fig. 1b. If there is no inter-
action between the atom and the laser field (as, for example, when the laser field does
not spatially overlap the atom’s position) the dressed level energies are simply the sum
of the atom and field energies. This gives a ladder where each rung is a pair of nearly
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degenerate energy levels, since an atom in the ground state with n photons in the laser
field has nearly the same energy as an atom in the excited state with n — 1 photons
in the field (with the energy difference being equal to the laser detuning). When the
atom interacts with the field, the dressed levels (the eigenstates of the full Hamiltonian)
become superpositions of ground and excited states and of the numbers of photons in
the field. By convention, the higher of the two levels in a rung is called |1), and the
rungs are labeled by the photon number n associated with the excited state in the un-
coupled basis [15]. According to the general rule that interacting energy levels repel each
other by an amount depending on the coupling, the spacing between the dressed levels
increases from the detuning § to the “effective Rabi frequency” Qg = v02 + Q2 as the
interaction turns on. Because each of the dressed levels has both ground and excited
state character, an atom can make spontaneous emission transitions between the rungs
of the ladder. These transitions establish an equilibrium population between the two
types of levels [14].

Now consider a light field whose intensity varies in space, such as a focused laser
beam with a Gaussian intensity profile, or a plane standing wave. The Rabi frequency
seen by an atom now varies in space, so the energy of the dressed levels also varies.
The dipole force arises from this variation in energy and the relative populations of the
dressed levels. Figure 1c illustrates the idea. For laser detuning above resonance (§ > 0)
the upper of the two dressed levels is the one that connects to the ground state in the
limit of small interaction. This upper level always has the largest population, and its
potential tends to repel the atom from the region of most intense light. For § < 0 it is
the lower level that connects to the ground state and that has the higher population; its
potential attracts the atom to the higher intensity. The actual dipole force is the average
force, weighted by population, for the two potentials. The dipole force is derivable from
a potential [14,16-19], which can be written as

he /1
@ =1 s

where the spatial dependence of the potential comes in through the dependence of the
intensity I on position.

2'3. Doppler cooling. — Doppler cooling results from near resonant radiation pressure
acting on an atom and thus it is a particularly instructive example of an application
of the scattering force. To see how cooling works we shall consider the one-dimensional
motion of an atom in counterpropagating plane waves. If the laser beams are tuned below
the atomic resonance, an atom moving in the direction opposite to one of the beams will,
because of the Doppler shift, see that beam shifted closer to its resonance frequency.
At the same time it sees the other laser beam, propagating in the same direction as its
velocity, shifted further away from resonance. The atom absorbs more photons from the
beam propagating opposite to its velocity and thus slows down. From eq. (1), the forces
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due to the positive- and negative-going waves, along the direction of propagation, are

el th
(3) F:t(v)*ith1+[/[0+[2(5$k"11)/m2.

If we assume that /Iy < 1, so that the intensity is low enough for us to add the forces
from the two waves independently, and that kv < T', the total force is given by

ARK2I/I, 26
4 Foo=F +F = ———12 _""¢y = _qu.
) tot = 4+ TR E T

For § < 0, « is positive and the force damps the velocity at a rate v/v = —a/M. The
largest damping force is obtained for § & —I'/2.

Atomic motion in a strong standing wave [14,16,17,20] is beyond the scope of this
treatment, however a simple approximation for small velocity, ignoring interference of the
two beams and stimulated redistribution of photons between the beams [21], shows that
the friction coefficient o@ maximizes at about o = hk?/4 for I/Iy = 1 in each beam and
20/T' = —1. Under these conditions the velocity damping time v/¢ for sodium, cooled
on the 589 nm resonance line, would be 13 us.

So far we have only considered the average force on an atom in a light field. We
should remember that the force arises from discrete photon scatterings, and so must
fluctuate about its average. The fluctuations can be thought of as arising from two
sources: fluctuations in the number of photons absorbed in a given time and fluctuations
in the direction of the spontaneously emitted photons. Both of these effects arise because
of the randomness of spontaneous emission.

The fluctuations represent a random walk of the atomic momentum, with each ran-
dom walk step being of magnitude hk. For simplicity we will assume a fictitious one-
dimensional situation where photons are emitted as well as absorbed along a single axis.
Each scattering event represents two random walk steps, one from the absorption, which
could be from either of the counterpropagating beams, and one from the spontaneous
emission, which can be in either direction along the axis. The mean square momentum
of the atom increases linearly with the number of scattering events (random walk steps),
with a rate

d (p*) = 2RR*K?,

() !

where R is the scattering rate; the factor of 2 comes from the two steps per scattering.

We define a momentum diffusion coefficient

(6) 2Dp = %<p2>a

so that D, /M is the rate of increase in kinetic energy, the heating rate. The damping
force decreases the kinetic energy as F - v = —awv?, the cooling rate. At equilibrium we
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set the sum of the heating and cooling rates to zero, finding

(7) %%:M@%:@T

Here we have replaced v? with its mean value and used the equipartition theorem to
identify kgT/2 as the mean kinetic energy M (v?)/2 in the single degree of freedom.
Using eq. (4) to get «, egs. (5) and (6) to get D, and remembering that the total
scattering rate from the two laser beams, each of intensity I, is

/1
© T T

we find, for low intensity and small velocity:

2
) kT = A1+ (26/T)
4 25/T

This is the Doppler temperature, and we emphasize that it applies to the fictional one-
dimensional case we have constructed. A true 1D experiment, such as cooling an atomic
beam along one axis, would produce a lower temperature depending on the distribution
of scattered photons in 3D. However, it can be shown [21] that in a symmetrical three-
dimensional case, the temperature is also given by eq. (9). The temperature minimizes
at a detuning of 6 = —I'/2, where

Al

(10) kBTDOpp == ?

defines the Doppler cooling limit. To derive the Doppler temperature we assumed that
the velocity was small enough that kv < I'". At the Doppler limit, sodium atoms would
have vy 5. = 30 cm/s, corresponding to a temperature of 240 K and kv, 5. = I'/20, so
the assumption is justified in this case (and most others). We may also ask whether the
velocity distribution corresponds to a temperature. That is, is it Maxwell-Boltzmann?
It can be shown that for sodium, and similar atoms where the recoil energy Fi.. =
h?k%/2M < hT, the velocity distribution is indeed very close to being thermal [21].
What happens if the recoil energy is not small? Then we violate the validity condition
on eq. (1), and the detuning due to the Doppler shift changes significantly with each
emission or absorption. In the limit where the linewidth T' is small compared to the
recoil energy, we feel intuitively that the cooling limit, rather than being related to I', as
in eq. (10), is related to the recoil energy. Indeed, it can be shown [21,22] that in this
case the lowest temperature attainable (the recoil temperature) is given by

hk?
= Erec
2M

1
11 —kpT =
(11) 5 kB
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that is, one recoil energy per degree of freedom. While it might seem that this is the
ultimate limit of laser cooling, in fact it is possible to break the recoil limit under certain
circumstances where the interaction with the light is turned off as the atomic velocity
becomes small. One way this may be achieved is by velocity selective coherent popula-
tion trapping in multilevel atoms [23,24]. Atoms are optically pumped into a coherent
superposition of both internal states and center-of-mass velocities, a superposition that
cannot absorb the laser light. Another way is velocity-space optical pumping [25, 26].
Atoms are cooled on a transition with a narrow linewidth, but with a distribution of laser
frequencies such that the excitation rate for zero velocity atoms is small or vanishing.
This has been accomplished by use the use of pulsed, two-photon Raman transitions [27].

The damping force of eq. (4) is similar to the viscous force on an object moving in
a fluid. Because of this, the configuration of pairs of counterpropagating laser beams is
often called “optical molasses”. The viscosity is so high that a velocity corresponding to
the Doppler cooling limit is damped out and randomized while the atom travels only a
few tens of micrometers, much smaller than the size of the molasses, which is typically
a centimeter. Thus the atoms executes a Brownian-like motion with a short mean free
path, moving diffusively rather than ballistically [28,29]. The evidence for this is the long
residence time of atoms in optical molasses. Atoms require several seconds to diffuse out
of a typical optical molasses [29,30], whereas, moving ballistically, atoms cooled to the
Doppler cooling limit would traverse a region the size of a typical molasses in a few tens
of milliseconds.

3. — Deceleration and cooling of an atomic beam

Experimentally, atoms must first be at reasonably slow velocities (kv < T') before
Doppler cooling can be effective. The two general ways this has been accomplished are
by laser deceleration of an atomic beam [28,31] and by collection of slow atoms from a
thermal gas [32,33]. Loading from a thermal gas has the advantage of allowing a more
compact and simpler apparatus, while the beam deceleration technique usually allows
lower background pressure and faster production of slow atoms.

Deceleration of an atomic beam is usually accomplished by directing a near resonant
laser beam so as to oppose the atomic beam. The atoms absorb photons at a rate
determined by the intensity of the laser beam, the detuning from resonance and the atoms
velocity. For each photon absorbed, the atomic velocity changes by vy in the direction
of the laser propagation. The spontaneously emitted photons are emitted randomly in
a pattern that is symmetric on reflection through the atom, so there is no net average
change in the atomic velocity due to these emissions. If the absorption is followed by
stimulated emission into the same direction as the incident laser beam (we assume the
laser beam is a plane wave), there is no net momentum transfer from the absorption-
emission process. Only absorption followed by spontaneous emission contributes to the
average force, which is given by the rate of scattering photons times the momentum of a
photon. For a two-level atom this force is given by eq. (1). At high intensity this force
saturates to the value hkT'/2.
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The acceleration of an atom due to the saturated radiation pressure force is amax =
REL/2M = vpe.I'/2, which can be quite large. For sodium with A = 27/k = 589 nm,
1/T = 16ns and M = 23a.m.u., Vree ~ 3cm/s and amax ~ 10°m/s%. For cesium,
with A = 27/k = 852nm, 1/T = 30ns and M = 133a.m.u., vy ~ 3.5mm/s and
Amax =~ 6 x 10% m/sz. This acceleration would stop in 50 cm, a thermal, 1000m/s Na
atom scattering ~~ 33000 photons in 1ms and in 80cm, a thermal, 300m/s Cs atom
scattering ~ 84000 photons in 5 ms.

Implicit in eq. (1) is one of the major impediments to effective deceleration of an
atomic beam using a counterpropagating laser beam. The force acting on the atom is
large if |2(6 —k-v)| < T'y/1+ I/Iy. Atoms much outside this resonant-velocity range will
experience little deceleration, and atoms initially within this range will be decelerated
out of it. This process results in a cooling or velocity compression of a portion of the
atomic beam’s velocity distribution, and was first observed by Andreev et al. [34]. Atoms
initially at the resonant velocity decelerate out of resonance. Other atoms with nearby
velocities will also decelerate, those with larger velocities first decelerating into resonance,
then to slower velocities out of resonance, while initially slower atoms decelerate to still
lower velocities. The atoms will “pile up” at a velocity somewhat lower than the resonant
velocity. Both deceleration and cooling occur because a range of velocities around the
resonant velocity are compressed into a narrower range at lower velocity. However, only
a small portion of the total velocity distribution has been decelerated by only a small
amount.

There are a number of possible solutions to this problem, some of which have been
discussed in ref. [28]. These include Zeeman tuning [28] where a spatially varying mag-
netic field compensates the changing Doppler shift as the atoms decelerate, so as to keep
the atoms near resonance; white-light deceleration [35] where a range of laser frequencies
ensures that some light is resonant with the atoms, regardless of their velocity (within
the range to be decelerated); diffuse-light deceleration [36] where light impinges on the
atoms from all angles so that, with the Doppler shift, some of the light is resonant with
each velocity; Stark cooling [37] where a spatially varying electric field is used to Stark
shift atoms and keep them near resonance as they Doppler shift due to deceleration; in-
tense standing wave deceleration [38] where the linewidth is sufficiently power broadened
to capture a large velocity distribution for laser deceleration; and “chirp cooling” [39]
in which the frequency of the laser is swept up, or chirped, in time such that the laser
stays in resonance with atoms that have been decelerated, and they continue to absorb
photons and decelerate. Zeeman tuning and chirp cooling were among the earliest atomic
beam slowing techniques demonstrated and they continue to be the most widely used
techniques to date.

3'1. Chirp cooling. — In chirp cooling, the frequency of the laser is swept up, or chirped,
in time [39]. Because of the chirp, atoms that have been decelerated by the laser stay
in resonance, continue to absorb photons, and continue to decelerate. Furthermore, the
chirp brings the laser into resonance with additional atoms having lower velocities than
the original group around the velocity initially resonant with the laser.
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In order to analyze this process, let us consider atoms having positive velocities near
some velocity V opposed by a laser beam propagating in the negative direction. We
express any atomic velocity as v = V + v’. The acceleration of atoms having velocity
V (v =0)is a = F(V)/M, where F(V) is given by eq. (1). Therefore, we write
V(t) = V(0) + at. Also we let the detuning vary as 6(t) = ¢’ — kV(¢). That is, we
chirp the laser frequency so as to stay a constant detuning 4’ from resonance with atoms
having the decelerating velocity V(t). Now we transform to a frame decelerating with
V(t). In this frame the atomic velocity is v" and the laser detuning is Doppler shifted to
0’. The force on an atom in this frame, for small v, is

o I (20 /)’
Io [1+1/To+ (25')T)2]*

(12) F(v') = 2Nk

The term multiplying v’ is minus the friction coefficient . When ¢’ < 0, the force opposes
the velocity v’ and tends to damp all velocities to zero in the decelerating frame, which is
V(t) in the laboratory frame. Maximum damping occurs for I /Iy = 2 and 20'/T = —1.
The final velocity to which the atoms are decelerated is determined in practice by the
final frequency to which the laser is chirped. The result of chirp cooling an atomic beam
is that all of the atoms in the initial distribution below the velocity resonant with the
laser at the beginning of its chirp are decelerated.

The first definitive experiment showing such chirp cooling is in ref. [40], with decel-
eration to zero velocity first achieved in ref. [41]. The analysis given above is similar to
that given in ref. [42]. The robust character of this sort of cooling is evident. Atoms
within a range of velocities around V (¢) are damped (in velocity) toward V (¢). Lower
velocities, not initially close to V(t), come within range as the laser chirp brings V' (¢)
into coincidence with them. If the laser intensity changes during the time an atom is
being decelerated (because, for example, the laser beam is not collimated), the atoms will
continue to decelerate according to the chosen chirp rate, but with a different effective
detuning ¢’. The chosen chirp rate, however, must be consistent with the achievable
deceleration for the given I/Iy. That is, the chirp rate must satisfy

hk*T I/1,
2M 1+ 1/Iy+ [28'/)T]?

(13) 6=ka=

This means that ¢ has an allowable upper limit of kaya.x. We have noted that for the
velocities to be damped in the decelerating frame we must have 6 < 0 and it is easy
to show that the conditions for best damping lead to a deceleration half as large as the
maximum.

32. Zeeman tuning. — In the Zeeman tuning technique, a spatially varying magnetic
field is used to keep the frequency of an atom resonant with a counterpropagating laser
beam, as the atom slows down by scattering photons from this laser. Because the atoms
are slowed down and the spread of the velocity distribution is narrowed, this process is
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Fig. 2. — Upper: Schematic representation of a Zeeman slower. Lower: Variation of the axial
field with position.

often referred to as “Zeeman cooling.” Figure 2 illustrates the general idea of this scheme.
The atomic beam source directs atoms, which have a range of velocities, along the axis
(2-direction) of a tapered solenoid. This magnet has more windings at its entrance end,
near the source, so the field is higher at that end. The laser is tuned so that, given the
field-induced Zeeman shift and the velocity-induced Doppler shift of the atomic transition
frequency, atoms with velocity vg are resonant with the laser when they reach the point
where the field is maximum. Those atoms then absorb light and begin to slow down. As
their velocity changes, their Doppler shift changes, but is compensated by the change in
the Zeeman shift as the atoms move to a point where the field is weaker. At this point,
atoms with initial velocities slightly lower than vy come into resonance and begin to slow
down. The process continues with the initially fast atoms decelerating and staying in
resonance while initially slower atoms come into resonance and begin to be slowed as
they move further down the solenoid. Eventually all the atoms with velocities lower than
vg are brought to a final velocity that depends on the details of the magnetic field and
laser detuning. The magnetic field profile of the tapered solenoid is

(14) B(z) = Boy 1 - 2;7;

with 0 < 2az < v3. By is the magnetic field producing a Zeeman shift equal to the
Doppler shift for atoms with velocity vg and a < amax is the deceleration rate.

The first experiment on the deceleration of atoms using the Zeeman technique is
in ref. [43]. Subsequently, neutral sodium atoms were stopped in ref. [44]. Figure 3
shows the velocity distribution resulting from Zeeman cooling: a large fraction of the
initial distribution had been swept down into a narrow final velocity group. The velocity
distribution after deceleration was measured in a detection region some distance from the
exit end of the solenoid using a separate detection laser. We were able to determine the
velocity distribution in the atomic beam by scanning the frequency of the detection laser
and observing the fluorescence from atoms having the correct velocity to be resonant.
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Fig. 3. — Velocity distribution before (dashed) and after (solid) Zeeman cooling. The arrow

indicates the highest velocity resonant with the slowing laser. (The extra bump at 1700 m/s is
from F = 1atoms, which are optically pumped into F' = 2 during the cooling process.)

3'3. Optical pumping. — For alkali atoms, whose electronic ground states are split
by the hyperfine interaction, deceleration of an atomic beam may be impeded by the
optical pumping problem described above in subsect. 2°1. For chirp cooling, the usual
way of addressing this problem is, as with optical molasses, to use a repumper that
excites atoms out of the “wrong” hyperfine state so that they may again be excited by
the cooling laser. In Zeeman tuning the large Zeeman shifts from the high magnetic field,
the use of a circularly polarized decelerating laser, and the nature of the matrix elements
for radiative transitions in the magnetic field, all work together to make the probability
of deleterious optical pumping very small, so that a repumper is not usually needed.

4. — Traps for neutral atoms

Trapping of atoms usually refers to their confinement by the application of external
fields rather than by the use of a material container. In contrast with the trapping of
ions by electric and magnetic fields, the trapping forces that can be applied to neutral
atoms are relatively weak. Ions have a charge on which an electromagnetic field can exert
a large Coulomb or Lorentz force. Neutral atoms, however, may be acted upon through
their permanent magnetic dipole moments or induced electric dipole moments, allowing
generally smaller forces to be applied. The strongest traps for neutral atoms have energy
depths of only a few kelvin, while ion traps can typically hold room temperature ions,
and have trapped particles with energies of a few thousand electron volts.
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Another possible difficulty with traps for neutral atoms is that the trapping potentials
represent changes in the internal energy of the atoms. That is, the positions of and, in
general, the spacings between energy levels are changed by the trapping fields. This
means that, in particular, high accuracy spectroscopy of trapped atoms is problematic.

Neutral atoms have the advantage that the lack of space charge effects means that
one can generally trap larger numbers and densities of neutral atoms than of ions. Fur-
thermore, some applications demand that one work with neutral atoms (as for example
in Bose condensation of an atomic gas). Fortunately, even rather weak forces are capable
of trapping atoms that have been laser cooled, and many different kinds of neutral atom
traps have been demonstrated. Among these are:

i) Magneto-static traps, first demonstrated in 1985 [45], rely on the force exerted by
a gradient magnetic field on the permanent magnetic dipole moment of an atom
such as a ground-state alkali.

ii) Laser dipole traps, first demonstrated in 1986 [46], use the dipole force that results
from the gradient of the energy of the oscillating dipole moment induced on an
atom in an inhomogeneous laser field.

iii) Radiation pressure traps use the scattering force of eq. (1), but are not stable in 3D
for two-level atoms and for laser intensities constant in time. The magneto-optical
trap (MOT), using multilevel atoms and an inhomogeneous magnetic field, was the
first radiation pressure trap to be demonstrated [47].

iv) Magneto-dynamic traps use the micromotion driven by oscillating magnetic field
gradients to allow trapping of high-field—seeking states not stably trapped in static
magnetic fields. Such a trap, first demonstrated in 1991 [48], is analogous to the
radio-frequency Paul trap for ions.

v) Microwave traps are low-frequency, spontaneous-emission-free analogs of laser
dipole traps. Such a trap was first demonstrated near a magnetic resonance transi-
tion [49]. Similarly, traps based on rf dressed states have recently been realized [50].

vi) Electrostatic traps are similar to laser dipole traps but rely on the interaction
between a gradient, DC electric field and the polarization induced in the atom by
this field to generate a trapping force. Electrostatic trapping and deceleration of
molecules has recently been demonstrated [51].

vii) Gravito-optical traps, which combine optical dipole forces with gravity to produce
stable trapping [52], are only one example of hybrid traps that combine different
types of forces to achieve trapping of atoms.

viii) TOP traps (for Time-averaged Orbiting Potential) [53] are an important modi-
fication of one type of magnetostatic trap. While time dependent, they are not
dynamic in the sense of atomic micromotion being essential.

These notes will not treat each of these kinds of traps in detail, nor attempt to give
more complete references about them. We shall, however, discuss the radiation pressure,
laser dipole and magnetic traps in some more detail below.
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4'1. Dipole force traps. — The dipole force discussed in subsect. 2°2 can be used to
trap atoms. A single, focused laser beam, tuned below resonance is the simplest dipole
trap and was first proposed by Ashkin in 1978 [54]. As an example, consider sodium
atoms interacting on their strongest transition (Ip = 6 mW /cm?) with a modest power,
10 mW Gaussian laser beam focused to a 1/e? radius of 10 um. This gives /Iy = 10° at
the focus. For the detuning maximizing U, we find Upax/kp = 100 mK. For a 1 W beam
we find Upax/ks = 1 K. Such traps can easily confine laser cooled atoms. Gas atoms at
temperature above those achieved by laser cooling will not be easily trapped.

The dipole potential is a conservative potential, so it does not have any dissipative
mechanism associated with it. It was not until the demonstration of laser cooling in
optical molasses [29] that such a trap could be loaded and finally realized [46]. One
of the difficulties involved in such trapping is that although the trap is tuned below
resonance (the proper sign of the detuning to achieve cooling) the cooling provided by
the trapping light does not reduce the thermal energy below the trap depth. Auxiliary
cooling [55] is required, but even this is difficult because the inhomogeneous light shifts
induced by the trapping laser interfere with the cooling process. Dalibard et al. [56,57]
proposed a solution in which the trapping and cooling are alternated in time, and this
procedure was used for the first dipole trap [46].

Another difficulty with a single focus dipole trap is that the radiation pressure force
pushes the atoms away from the focus, while the dipole force is attracting them to
it. While more complicated, counterpropagating beam geometries can avoid this diffi-
culty [54,58,59], one can, at the expense of reduced trap depth, solve the problem by
detuning the laser [46]. According to eq. (1), the destabilizing radiation pressure force
varies as 1/6% (for sufficiently large d), while the dipole trapping force obtained from
the dipole potential given by eq. (2) varies as 1/§. Thus, for large enough detuning, the
radiation pressure will be negligible compared to the dipole trapping force.

Large detuning has other advantages, particularly when coupled with multi-level laser
cooling. When the detuning is large enough that the trap depth is comparable to the
natural linewidth, the thermal energy of laser cooled multilevel atoms can still be consid-
erably less than this depth, which is comparable to the Doppler cooling limit of eq. (10).
Furthermore, the optimum detuning for good multilevel laser cooling is at least several
times the linewidth, the inhomogeneous light shifts should not much affect the cooling.
Such a far-off-resonance-trap (FORT) has been demonstrated to work without the need
to alternate cooling and trapping phases [60,61].

Another advantage [62] of such a FORT is that for sufficiently large detuning the
population of the trapped atoms is almost entirely in the ground state. The trap is then
nearly free of heating due to spontaneous emission [63] and of many of the collisional
perturbations involving excited atoms. FORTs have been used to hold atoms for collision
experiments [64], to trap atoms for evaporative cooling [65], and to confine Bose-Einstein
condensates [66].

Variations of the dipole force trap include using the evanescent wave created by to-
tal internal reflection of light (detuned blue of resonance) to act as a mirror to reflect
atoms [52,67], crossing two red-detuned laser beams at their foci to achieve a strong
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Fig. 4. — A one-dimensional radiation pressure force trap formed from two counterpropagating,
focussed laser beams with separated foci. The length of each of the pairs of arrows indicates the
magnitude of the force from the respective laser beams on an atom at the indicated positions.

gradient in all directions [65], and crossing sheets of blue-detuned light to form a box
bounded by light (with confinement in the vertical direction sometimes provided by grav-
ity) [68,69].

4°2. Radiation pressure force traps. — Radiation pressure force traps use the sponta-
neous or scattering force to confine atoms. Unlike the dipole force, the force generated
by absorption of a photon followed by spontaneous emission does not depend on the
gradient of the intensity. Hence larger volume traps can be created using the scattering
force compared to the dipole force for a given flux of incident photons. A simple radiation
force trap, shown in fig. 4, can be made in 1D using two counterpropagating focused laser
beams with separated foci [54]. Midway between the foci the radiation pressure from the
two beams is balanced and the net force on an atom is zero. As the atom moves away
from this equilibrium point toward one of the foci it is pushed back by the higher inten-
sity near that focus. In contrast to the dipole force trap, radiation pressure trap depths
on the order of a kelvin can be achieved with a modest, near saturation intensity, i.e.,
a few milliwatts per square centimeter [70]. While the trap of fig. 4 produces radiation
pressure force trapping along only one axis, the dipole force can provide trapping along
the two orthogonal axes [54], a configuration first demonstrated in ref. [59].

It is tempting to extend the trap idea of fig. 4 to three dimensions, but it can be shown
that such an extension is not possible when the radiation pressure force is proportional
to the photon flux from the laser beams. The impossibility of such trapping is related to
the fact that the divergence of the Poynting vector is zero, and has been called the optical
Earnshaw theorem [71] by analogy with the theorem from electrostatics forbidding stable
trapping of a test charge in a charge-free region.

In spite of the optical Earnshaw theorem, which applies to 2-level atoms in a weak,
static laser field, where the scattering force is proportional to the Poynting vector, it is
possible to create a 3D radiation force trap by making use of such features as saturation,
multiple levels, optical pumping and Zeeman shifts, which make the scattering force
not proportional to the Poynting vector. The most successful radiation pressure trap
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Fig. 5. — a) Magnetic field and laser configuration for a 1D MOT. b) Transition scheme. c¢) Energy
levels and transitions in the spatially varying magnetic field. The designation of the m-state is
with respect to a space-fixed axis, as is the laser polarization.

that circumvents the optical Earnshaw theorem is the magneto-optical trap or MOT.
Conceived by Dalibard [72] and demonstrated in an MIT-Bell Labs collaboration [47], its
principle is illustrated in fig. 5 for 1D operation and a simple J = 0 — J = 1 transition.

A pair of current-carrying coils with opposing currents creates a quadrupole magnetic
field that is zero at the origin and whose vector value is proportional to the displacement
from the origin. The simple J = 0 — J = 1 transition gives us a Zeeman shifted
transition frequency with a non-degenerate ground state. (This non-degeneracy leads to
Doppler rather than sub-Doppler cooling.) Two circularly polarized laser beams with
opposite helicity counterpropagate along the coils’ axis. The ¢® beam excites atoms to
the m = £1 excited states, respectively. Thus, for a red-detuned laser frequency (0 < 0)
atoms displaced in the positive direction will experience a Zeeman shift that brings the
m = —1 state into resonance with the laser frequency, and the o~ laser beam that excites
this state is the one that pushes it back toward the origin. Similarly, an atom displaced
in the negative direction is pushed back by the o+ beam. In addition to the restoring
force, there is also the usual Doppler-cooling damping force.

The force on an atom with velocity v and position z can be obtained from egs. (3)
and (4) by replacing the effective detuning 6 F kv with 6 F (kv + §z), where 8z is the
magnitude of the Zeeman frequency shift at position z:

o ANRI/L (28
(15) Flo.2) = [1+(26/F)2]2<F>(k +Bz).
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where in the second expression we are in the limit of low velocity, magnetic field and
laser intensity. For negative detuning the above force represents a damped harmonic
oscillator. Typical operating conditions for a MOT might be I/Iy = 1, 26/T' = —1 and
B = 27w x 1I0MHz/cm. This would lead to an oscillation frequency of about 1kHz for
Na, but with strong overdamping.

While we have considered only the 1D case for a simple transition, the MOT was first
demonstrated in 3D, on an atom with a degenerate ground state (Na). The theory in
3D has been worked out in detail for the J =0 — J = 1 transition [73]. For transitions
allowing sub-Doppler cooling (see sect. 5 below), some insights have been gained by
studying the forces in 1D on a moving atom in a magnetic field [74-77]. Experiments have
shown that, with a degenerate ground state, sub-Doppler temperatures are achieved in a
MOT [76] along with larger trapping and damping than predicted by the J =0 — J =1
theory.

The MOT has become an important tool in the study of cold atoms. It is routinely
used to capture atoms that have been slowed by chirp cooling or Zeeman tuning. A
particularly useful feature of the MOT is that it can capture atoms from an uncooled,
thermal atomic vapor [32,33]. This often allows considerable simplification of the appa-
ratus compared to one where an atomic beam is first decelerated.

A MOT can concentrate atoms to the point that collisions [78,79] and radiation pres-
sure exerted by the atoms’ fluorescence [80] are factors limiting the density. A major
advance in reducing such problems is the “dark spot” MOT [81] in which atoms are, for
the most part, optically pumped into a state from which the excitation rate is consid-
erably smaller than in a conventional MOT. In practice this is accomplished, for atoms
with ground-state hyperfine structure, by pumping the atoms into one of the hyperfine
states. Normally laser cooling and trapping of such atoms is performed by applying a
separate laser frequency to excite each of the ground hyperfine states to the electronically
excited state, ensuring atoms are not pumped into a state from which they cannot be
excited. In a dark spot MOT, one of the laser frequencies (the re-pumper) is eliminated
from the central region of the trap. Atoms then accumulate in the hyperfine state that
would have been excited by the missing frequency. These atoms are rarely excited (only
by off-resonant light or indirectly scattered resonant light) so problems due to excited
atoms are greatly reduced, even though the atoms are still cooled and trapped. Such
techniques have achieved atomic densities near 10'? cm™3.

4'3. Magneto-static traps. — Both laser dipole and radiation pressure traps involve
optical excitation of the atoms being trapped. Although in principle a sufficiently intense
laser dipole trap can be tuned far enough off resonance for the excitation rate to be small,
it is difficult in practice to make it truly negligible. As a result, optical trapping generally
results in some heating of the atoms due to the random nature of spontaneous emission,
and cooling is required to keep the atoms in equilibrium. Furthermore, whenever the
atoms are excited they are much more likely to undergo collisions that will heat them
and eject them from the trap. Magnetic traps do not suffer this problem and so can
be used to store atoms for long periods of time without the need for additional cooling,
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and without suffering much collisional loss. On the other hand, such traps only work for
atoms having a magnetic dipole moment and only for those states of such atoms whose
Zeeman energy increases in increasing magnetic field.

The idea of magnetic trapping was an extension of the magnetic focusing of atomic
beams [82] and was discussed by Paul during the 1950s [83]. The first published proposals
for magnetic trapping of neutral atoms were in the 1960s [84-86]. It was not until after
the demonstration of laser cooling of neutral atoms that the first magnetic trapping of
atoms was achieved [45].

The principle of the magnetic trap can be understood by considering an atom with
a Zeeman sub-structure such as that shown in the excited state of fig. 5¢. (Note that
magnetic trapping is generally done on ground-state atoms with such Zeeman structure.)
Since the energy varies with magnetic field, an atom feels a force in a magnetic field
gradient. For states whose energy increases with magnetic field (low-field-seeking states),
a trap is formed by the field of the coils in fig. 5a. This quadrupole field is zero on the
axis midway between the coils, and its magnitude increases linearly along any line away
from this central point. Low-field—seeking atoms experience a restoring force towards and
are trapped around this point. (It can be shown [87,88] that in a current-free region no
magnetic field can have a relative maximum in its magnitude, so that high-field seekers
cannot be trapped.) The depth of a magnetic trap is given by the maximum Zeeman shift
along the easiest escape path. A magnetic field of 1mT (10 G) gives a typical shift of
14 MHz, equivalent to 670 uK, so laser-cooled atoms are easily trapped by modest fields.

The quadrupole magnetic field was used in the first magnetic trap [45] and is the sim-
plest of magnetic traps. It works for low-field seekers as long as they do not change their
spin orientation with respect to the local field. This means than they must adiabatically
follow the changes in the direction of the field as they orbit in the trap. The condition
for adiabatic following is that

de

16 5, eeman
(16) " < wy,

where 6 is the angle of the magnetic field at the atom’s position and wzeeman is the Zeeman
frequency separating states of different spin orientation. Since laser-cooled atoms move
so slowly, they generally experience small field rotation rates, and their motion is usually
adiabatic. The quadrupole trap, however, has a point where the magnetic field is zero
and the adiabatic condition is impossible to satisfy. Atoms passing sufficiently close to
the trap center will fail to follow adiabatically, change their spin orientation (undergo
Majorana transitions) and be ejected from the trap [45]. This difficulty can be avoided
by a variety of traps that do not have a point of zero magnetic field [89], but such traps
are generally not as “stiff” as a quadrupole trap. That is, the restoring force near the
center of the trap is not as large as for a quadrupole trap. In practice, non-adiabaticity is
usually a problem only for very cold atoms confined very near the center of a quadrupole
trap (which is exactly what occurs on the way to BEC.)

In order to achieve Bose-Einstein condensation through runaway evaporative cooling,
it is desirable to have a “stiff” trap to maintain a high collision or thermalization rate. For
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atoms cold enough to Bose condense, the problem of non-adiabatic spin flip transitions
at the zero-field point of a quadrupole trap is quite severe [90,91]. The TOP trap
provided one solution to this problem by superposing onto the quadrupole field a magnetic
field rotating in the plane of symmetry. The rotating field guarantees that the field is
not zero at the trap center, and produces a rounding of the sharp-cusp, quadrupole,
trapping potential. This time-averaged, orbiting potential (TOP) trap [53], although
time-dependent, is not a magneto-dynamic trap in the sense that the TOP trap does not
rely on the micromotion of the atoms. The atoms respond to the time-averaged potential
at a given point in the trap.

5. — Sub-Doppler laser cooling

The early experiments [29,92] on optical molasses produced a satisfying agreement
of the observed temperature and spatial diffusion with the predictions of the theory of
Doppler cooling as outlined in subsect. 2°3. Some experiments, however, were in disagree-
ment with expectations [93]. Finally, in 1988, careful temperature measurements [94]
showed conclusively that atoms in optical molasses were much colder than the Doppler
cooling limit. The time-of flight (TOF) method used to measure the temperature in
those experiments has become a standard technique. Atoms are collected and cooled in
the optical molasses at the intersection of the molasses laser beams. The molasses beams
are suddenly extinguished and the released atoms fall toward a probe. As the atoms
pass through the probe laser beam they absorb and fluoresce light. This fluorescence is
measured, with time resolution, by a photodetector. The distribution of detected fluores-
cence in time gives the distribution of times of flight from the molasses to the probe, and
the temperature can be determined from that distribution. With the ultralow tempera-
tures and high densities of or near Bose-Einstein condensation, researchers often use the
direct measurement of the spatial expansion of a cloud of atoms (typically obtained by
imaging the spatial profile of the absorption of a resonant or near-resonant laser beam)
to determine the temperature.

5'1. Observation of sub-Doppler temperatures. — Figure 6a shows an example of an
experimental TOF signal for sodium atoms cooled in optical molasses [21]. The exper-
imental points correspond reasonably well with the predicted signal for a temperature
of 25 uK, while 250 uK, about the Doppler cooling limit for Na, is completely inconsis-
tent with the experimental points. Furthermore, the dependence of the temperature on
detuning was found to be inconsistent with the theory of Doppler cooling. Figure 6b
(points) shows the measured temperature as a function of laser detuning for Na, where
the linewidth is 10 MHz. The temperature decreases for detunings larger than I'/2 (until
the laser frequency approaches resonance with another hyperfine state, about 60 MHz to
the red of the chosen resonance). This is in sharp contrast to the prediction of Doppler
cooling theory (fig. 6b, solid line), which has the temperature increasing for detunings
greater than I'/2. In addition, the temperature was found to be linearly dependent on
laser intensity [95], again in contrast to the predictions of Doppler cooling theory, and
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Fig. 6. — a) Experimental time-of-flight distribution (points) for Na atoms released from an
optical molasses. Expected TOF distributions for temperatures of 25 uK and for 250 uK (ap-
proximately the Doppler cooling limit) are shown. b) Measured temperature as a function of
laser detuning for sodium atoms cooled by a 3D optical molasses. The temperature predicted
by Doppler cooling theory is shown by the solid line.

the temperature was found to depend on magnetic field and laser polarization [94,95].
These latter facts, in particular, suggest that the magnetic sublevels of the atom play an
important role.

The observation of sub-Doppler-limit temperatures was quite surprising. Doppler
cooling theory at low intensity was simple and compelling. Furthermore, at least for
1D, there was a complete theory, taking into account the effects of high intensity and
interference between laser beams that were ignored in the treatment presented in the
previous section. The theory had been restricted to 2-level atoms, but it was widely
believed that this restriction was not particularly important. At low intensity the Doppler
temperature depended on the transition linewidth and the detuning, and these were
the same for any of the degenerate Zeeman sublevels in a given alkali hyperfine level.
Nevertheless, the magnetic field and polarization dependence of the sub-Doppler-limit
temperatures pointed to the importance of the Zeeman sublevels.

52. New cooling mechanisms. — The explanation for the sub-Doppler temperatures
soon came in the form of a new theory of multilevel laser cooling. The key elements of
the new theory [74,96,97] were optical pumping among the magnetic sublevels of the
electronic ground level and differential light shifts of the sublevels. While the original
theories treated cases where a spatial gradient of the polarization of the optical field was
important, it was later demonstrated that such multilevel laser cooling was possible even
without polarization gradients [97-103].

Since the theory of multilevel laser cooling is treated extensively in the literature a
detailed description will not be given here. The most important of the multilevel cooling
mechanisms is Sisyphus cooling [19, 74,104, 105]. Semiclassically (when the atom can
be considered to be well-localized on the scale of an optical wavelength) the simplified
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Fig. 7. — a) Interfering, counterpropagating beams having orthogonal, linear polarizations create
a polarization gradient. b) The different Zeeman sublevels are shifted differently in light fields
with different polarizations; optical pumping tends to put atomic population on the lowest
energy level, but non-adiabatic motion results in “Sisyphus” cooling.

physical picture for Sisyphus cooling can be understood by considering the atom and
laser field situation illustrated in fig. 7.

Figure 7a shows a 1D set of counterpropagating beams with equal intensity and
orthogonal, linear polarizations. The interference of these beams produces a standing
wave whose polarization varies on a sub-wavelength distance scale. At points in space
where the linear polarizations of the two beams are in phase with each other, the resultant
polarization is linear, with an axis that bisects the polarization axes of the two individual
beams. Where the phases are in quadrature, the resultant polarization is circular and at
other places the polarization is elliptical. An atom in such a standing wave experiences
a fortunate combination of light shifts and optical pumping processes.

Because of the differing Clebsch-Gordan coefficients governing the strength of coupling
between the various ground and excited sublevels of the atom, the light shifts of the
different sublevels are different, and they change with polarization (and therefore with
position). Figure 7b shows the sinusoidal variation of the ground-state energy levels
(reflecting the varying light shifts or dipole forces) of a hypothetical J; = 1/2 — J. = 3/2
atomic system. Now imagine an atom to be at rest at a place where the polarization is
o~ at z = A/8 in fig. 7a. As the atom absorbs light with negative angular momentum
and radiates back to the ground states, it will eventually be optically pumped into the
mg = —1/2 ground state, and simply cycle between this state and the excited me = —3/2
state. For low enough intensity and large enough detuning we can ignore the time the
atom spends in the excited state and consider only the motion of the atom on the ground
state potential. In the mg = —1/2 state, the atom is in the lower energy level at z = \/8,
as shown in fig. 7b. As the atom moves, it climbs the potential hill of the my = —1/2
state, but as it nears the top of the hill at z = 3\ /8, the polarization of the light becomes
o1 and the optical pumping process tends to excite the atom in such a way that it decays
to the my = +1/2 state. In the my = +1/2 state, the atom is now again at the bottom of
a hill, and it again must climb, losing kinetic energy, as it moves. The continual climbing
of hills recalls the Greek myth of Sisyphus, so this process, by which the atom rapidly
slows down while passing through the polarization gradient, is called Sisyphus cooling.
In Sisyphus cooling, the radiated photons, in comparison with the absorbed photons,
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have an excess energy equal to the light shift, while in Doppler cooling, the energy excess
comes from the Doppler shift.

In contrast to the case for Doppler cooling (see eq. (4)) the friction force is independent
of laser intensity, and proportional to detuning at low (but not too low) intensity and
low velocity, while the momentum diffusion coefficient is proportional to intensity and
independent of detuning. This leads, according to eq. (7), to a temperature that depends
linearly on intensity and inversely on detuning. That is, the temperature is proportional
to the light shift

2
(17) kT oc hAjight shife = %7
where the expression for the light shift is valid in the limit of low intensity and large
detuning.

A less restricted treatment [106] shows that the friction force is not linear in the atomic
velocity, nor is the momentum diffusion constant independent of velocity. Nevertheless,
the temperature remains approximately linear in the light shift as long as the intensity is
sufficiently above a critical intensity. The lower limit to the temperature obtainable by
Sisyphus cooling is set by this lowest intensity for which the cooling process works [106,
107]. This is the intensity at which the light shift is comparable to the recoil energy, and
it leads to a lower limit for the thermal velocity on the order of a few times the recoil
velocity.

These qualitative features of multi-level laser cooling have been confirmed by exper-
iments on atoms cooled in 3D optical molasses [21,99,108]. The experimental results
showed the linear dependence of the temperature on intensity and light shift for all but
the largest intensity at the smallest detuning, outside the limits of validity of the simple
results listed above. The constancy of the lowest temperature, once the detuning is large
enough, is consistent with its depending only on the recoil energy. The temperature
of 2.5 uK obtained for Cs represents an r.m.s. velocity of about three recoil velocities,
similar to the case for the lowest temperatures observed for Na [21,99] and Rb [109].

6. — Metrology with cold atoms

Since laser cooled atom move much more slowly than ordinary, thermal atoms, metrol-
ogy with such atoms is less subject to errors and uncertainties associated with the mo-
tion. These include the first-order Doppler shift of atomic transition frequencies and the
second-order Doppler shift or relativistic time dilation shift. Furthermore, the slow veloc-
ity means that atoms remain longer in the apparatus, allowing observation of narrower
linewidths for observation-time-limited features.

The wave nature of atoms become more evident as the atoms become slower be-
cause the deBroglie wavelength is inversely proportional to the velocity. This can make
atom interferometry easier with cold atoms, and atom interferometers can be used for
measurements, as optical interferometers are often used in metrology.
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This section briefly describes the use of laser-cooled atoms in atomic clocks and in
metrology applications of atom interferometers. General background on cold atom clocks
can be found in ref. [110], and on atom interferometers in ref. [11].

6°1. Atomic fountain clocks. — Primary frequency standards, the devices by which
the SI definition of the second is realized, have traditionally been cesium atomic beams
using the Ramsey method of separated oscillatory fields [82]. In this method the atomic
beam is first state-selected so that the atoms are in one (let us say, the lower) of the two
hyperfine states (clock states) whose frequency difference (the clock frequency) defines
the unit of time. The atoms then enter a microwave cavity where a microwave field tuned
close to the clock frequency induces coherent transitions in the atoms. The strength of
the field and the duration of the passage of the atoms through the cavity are adjusted
so that the atoms receive approximately a 7 /2-pulse, putting the atoms into a coherent
superposition of the two hyperfine states.

After the atoms exit the cavity, they proceed in a nearly field-free region for a time
T to a second, similar cavity, where they receive another 7/2-pulse, while in the field-
free region, the atoms, being in a superposition of the two hyperfine states, evolve at
the clock frequency. When they encounter the second cavity, with its second oscillatory
microwave field, the action of that field depends on the difference in the phase evolution
of the atoms and the phase evolution of the microwaves. When the microwave and clock
frequencies are identical, the second pulse completes the transition begun by the first
pulse, and the atoms are all in the upper hyperfine state. If the frequencies are different
enough so that the atom and field are out of phase by 7, then the second pulse puts the
atoms back into the lower hyperfine state. The population of the lower (upper) state
varies sinusoidally (cosinusoidally) with the phase difference. The upper state population
varies from maximum to minimum for a difference of a half-cycle between the atom and
microwave frequencies over the time required for the atoms to travel between the two
cavities. This is also the frequency difference corresponding to the full width at half-
maximum (FWHM) of the feature corresponding to the hyperfine resonance. Thus, the
FWHM in hertz is given by Av = 1/2T. For cesium atoms traveling at about 200 m/s
over a distance of 1m between the cavities, this means a FWHM of about 100 Hz, a
rather narrow line, but one whose center must be determined to a part in 10~° in order
to achieve the 10~ !4 accuracy that is typical of the best laboratories’ primary frequency
standards.

Slower (colder) atoms would allow a longer Ramsey time 7', a narrower FWHM, and
with it potentially better accuracy. The way in which such colder atoms could be used
to make a better atomic clock was suggested by Zacharias in the early 1950s [82]. In
this scheme, called an atomic fountain clock, state selected atoms are launched vertically
through a microwave cavity, where they experience a 7/2-pulse as in the first passage
through a microwave cavity in the traditional beam clock. The atoms continue along
a vertical trajectory, falling back through the cavity, where they experience the second
7/2-pulse. For a trajectory height of 1.2m above the cavity, the time between cavity
passages is about 1s, an improvement of more than two orders of magnitude over a
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typical laboratory primary reference standard. Furthermore, the fact that the second
passage is with the same cavity as the first passage eliminates some systematic errors
associated with having two different cavities in the traditional design.

The first realization of an atomic fountain clock of the Zacharias design [111] had
only a 5cm fountain height, which still gave a 200 ms Ramsey time, significantly longer
than any beam clock. (An earlier atomic fountain design [112] did not have the atoms
passing through the cavity and falling back, but instead exposed the atoms to two pulses
of microwaves while they remained in the cavity near the top of their trajectory.) Today
atomic fountains at the LPTF in Paris [113], PTB in Germany [114] and at NIST in the
USA [115] with significantly larger heights achieve accuracy on the order of 10715,

Achieving temperatures below the Doppler cooling limit was an important feature in
the success of cesium fountain clocks. If the temperature of laser-cooled cesium atoms
had been as high as the 125 uK predicted by Doppler cooling theory, a cloud of cesium
atoms in a meter-high fountain would spread too much during the fountain time that less
than 1% of the launched atoms would return through the microwave cavity for the second
passage. (The opening in the 9.2 GHz microwave cavity, which allows the passage of the
atoms, cannot be any larger than about 1 cm without causing significant distortion of the
microwave field.) But even at temperatures as low as 1 uK most of the launched atoms
do not return for detection. One might suppose that a modest loss of atoms due to the
thermal spreading at 1 uK could be compensated by simply launching a larger number of
atoms. Unfortunately, collisional shifts of the clock frequency are large enough [116] that
such a procedure would introduce significant difficulties. A cesium density of 106 cm™3
at 1 uK causes a fractional shift on the order of 10715 [117].

The collisional shift implies that is would be advantageous to further lower at least
the transverse velocity spread of the launched atoms, so as to insure that more of the
launched atoms are detected. One proposed method for achieving temperatures lower
than those usually achieved by laser cooling is Raman cooling [118,119]. If we consider
the possibility of further improving the clock performance by increasing the Ramsey
time, such cooling becomes even more attractive. We cannot, however, increase the
Ramsey time significantly in an earth-bound atomic fountain clock. A Ramsey time
of even 10s would require a fountain 120 m high, a daunting engineering prospect that
would also make shielding of magnetic fields quite difficult. For this reason, a number
of groups are considering the use of the “microgravity” environment of earth orbiting
satellites [120,121].

6°2. Atom interferometers. — Optical interferometers have long been used for metrol-
ogy. Indeed, practical length metrology at the highest levels of precision is almost ex-
clusively accomplished by laser interferometry. Over the past two decades atom interfer-
ometry, where the wave nature of atoms is used in a way analogous to that of light, has
developed rapidly to the point where it too is an important metrological tool. In many
respects, this development has been driven or encouraged by the developments in laser
cooling and trapping of atoms. Two important reasons are that the longer deBroglie
wavelengths associated with cold atoms make their interference effects more accessible
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and that the smaller velocity spreads available with laser cooling increase the deBroglie
wave coherence of the atoms.

In many respects the traditional Ramsey-resonance atomic clock, and the atomic
fountain clock that is based on it, may be thought of as atom interferometers: the
first interaction with the microwaves splits the atoms, originally state-selected in one
quantum state, into two components, the two “clock-state” hyperfine energy levels. The
second interaction splits or projects each of these states into the same two states. The
components of each state interfere so as to produce the Ramsey pattern, often called the
Ramsey interference pattern. This picture provides an analogy with optical Michelson
or Mach-Zehnder interferometers where a first interaction (with a beamsplitter) divides
the light and a second interaction (with the same or another beamsplitter) divides each
of these in such a way that they interfere with each other at the output.

One clear difference between the Ramsey interferometer and those optical interfer-
ometers is that in the Ramsey case the atoms are not physically separated while in the
optical case they are. The Ramsey interference is (at least in the traditional description)
between internal energy states of the atoms and does not involve the center-of-mass mo-
tion, deBroglie-wave character of the atoms. This apparent difference disappears when
we introduce photon momentum transfer into the interactions.

Consider the interferometer with the following configuration: An atom, initially at
rest and in internal state |1), is split by a 7/2 pulse into a superposition of |1) and
|2). The pulse delivers the photon momentum to that component of the wave function
transferred to state |2), which then separates from state |1). A « pulse, applied after a
time T, transforms |1) into |2) and vice versa. The photon momentum associated with the
transition stops the motion of the portion of the wave function that had been in |2) as it
transforms to |1), and gives momentum to the state that had been in |1) as it transforms
to |2). Finally, after an additional time 7', when the two paths of the atoms’ wave function
physically overlap, a m/2 pulse projects part of the amplitude of each component of the
wave function into final states |1) and |2) with their appropriate momenta. This example
is a time-domain, atomic analog of a Mach-Zehnder interferometer where the /2 pulses
act as beamsplitters and the 7 pulses act as mirrors. An example of a Mach-Zehnder
type, atom interferometer based on stimulated Raman transitions is shown in fig. 13 of
subsect. 8°4.

Steve Chu and his colleagues at Stanford [122] have used this kind of interferome-
ter for precision measurement of the gravitational acceleration of atoms in an atomic
fountain geometry. The m and 7/2 pulses in those experiments induce Raman transi-
tions between hyperfine states, using two laser beams whose frequencies differ by the
hyperfine separation. The laser beams are counterpragating, so that the momentum of
two optical photons is transferred to the atom when the hyperfine transition is induced.
Because of the different trajectories followed by the falling atoms in the two arms of the
interferometer, they experience different phase shifts, with the difference depending on
the gravitational acceleration and the square of the time (in the same way as does the
distance a body falls due to gravity). In the most recent reports, these experiments have
a resolution better than 1071° and an accuracy on the order of parts in 10°. These re-
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sults, whose accuracy is comparable to the best measurements with falling corner cubes,
are expected to improve with further experiments. Experiments using somewhat differ-
ent interferometer configurations have been used at Stanford to measure h/M [122], and
at MIT [123] and Yale [124] to measure absolute rotations. Bloch oscillations of laser-
cooled atoms in an optical standing wave have been used for a new determination of «,
the fine-structure constant [125]. While not yet competitive, @ has also been measured
using atom interferometry with a BEC [126].

7. — Coherent manipulation of Bose-Einstein condensates with light

The creation of Bose-Einstein condensates (BECs) in dilute atomic vapors of Rb [127],
Na [128] and Li [129] is one of the major triumphs of laser cooling and trapping of neutral
atoms. Furthermore, the creation of BECs has renewed interest in the applications of
laser cooling and trapping techniques for atom optics, the manipulation of atoms with
mirrors, beamsplitters and lenses analogous to the manipulation of light.

Until recently, atom optic experiments have used thermal sources of atoms much as
early experiments in optics used lamps. What was lacking was a coherent source of
matter-waves similar to the laser for light. The creation of a Bose-Einstein condensate
(BEC) of a dilute atomic gas has opened up the possibility of realizing a matter-wave
source analogous to the optical laser. The macroscopic occupation of the ground state
of a trap by a BEC is similar to the occupation of a single mode of an optical cavity by
photons. The atoms forming the condensate all occupy the same wave function—both
in terms of their internal and external degrees of freedom.

Atoms from a BEC are nearly the ideal, monochromatic source for atom optics. Many
atom optical elements involve the interaction of the atoms with an optical field and the
associated transfer of the photon momentum to the atoms. Because of the repulsive
atom-atom interaction, which can be described by a mean field, the BEC swells to a size
significantly larger than the ground-state wave function of the harmonic trap confining
the atoms [130]. The spatial extent of the resulting wave function can be several orders
of magnitude larger than the optical wavelength. Hence the momentum width, given
by the Heisenberg uncertainty principle, can be much less than the photons momentum.
Not all experiments will realize this reduced, intrinsic momentum width. The interac-
tion energy may be converted to kinetic energy when the atoms are released from the
trap. Nonetheless, the resulting additional momentum spread, due to the atom-atom
interaction, can still be significantly less than the momentum of a single photon.

A principal focus of research on Bose-Einstein condensates in the Laser Cooling and
Trapping Group of NIST is in atom or matter-wave optics. This includes optically
induced diffraction as beamsplitters and mirrors for the condensate atoms, as well as
applications of diffraction in atom interferometry and the realization of an “atom laser”,
the atomic analogue of the optical laser. These experiments are basically demonstrations
of “single atom” phenomena applied to a collection of atoms with a high degree of
first-order coherence. When the interactions between the atoms is considered, collective
matter-wave phenomena can be observed which are analogous to effects in nonlinear
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optics with light. We have observed such effects with matter-waves and they are described
in the subsequent section titled “Nonlinear atom optics with Bose-Einstein condensates”.

Our atom optics experiments are primarily performed on a BEC of sodium atoms.
We begin with a brief description of our experimental apparatus and our approach for
creating a Bose-Einstein condensate. We do this essentially for two reasons: our strategy
for achieving BEC is somewhat different than other approaches, and it illustrates an
application of many of the techniques of laser cooling and trapping developed over the
last 15 years.

As of this writing, only a couple of experiments [126] have been attempted using
Bose-Einstein condensates for high-precision metrology; however, these experiments are
not yet competitive with laser-cooled atoms, primarily because of systematic errors due
to atom-atom interactions. Nevertheless, the properties of condensates as extremely
low-temperature samples of atoms and as coherent sources of deBroglie wave for atom
interferometers suggests that metrological applications will be realized. For example, a
BEC, adiabatically expanded to a 1cm diameter in a microgravity environment, could
reach an “effective” temperature on the order of a picokelvin, with atomic velocities on
the order of micrometers per second. Such a sample could be used in an atomic clock
with a Ramsey time on the order of 1000 seconds, three orders of magnitude longer than
the best earthbound atomic clocks [120,121]. Similarly, a BEC could be used in a space-
borne atom interferometer where the extremely small spreading of the condensate could
enable long observation times and high precision.

7'1. The triazial TOP trap for sodium. — Our Bose-Einstein condensates of sodium
atoms are produced in a time-averaged orbiting potential or TOP trap [53]. Our TOP
trap differs from those in other BEC experiments in two respects. First, all other exper-
iments with TOP traps that have resulted in BEC use rubidium. We are currently the
only group making condensates of sodium in a TOP trap. The lighter mass of sodium
poses a greater technical challenge in the design of the TOP trap compared to rubidium.
Since the oscillation frequency of an atom in a trap is higher for the lighter atom, the
frequency of the rotating bias field of the TOP trap must be correspondingly higher
so that the atom experiences the time-averaged potential. Typically, sub-Doppler laser
cooling can cool a sample of atoms to an energy which is a few times the recoil energy.
Since the recoil energy is inversely proportional to the mass of the atom, the TOP trap
must also be deeper or stronger to contain the lower-mass, laser-cooled atoms. Second,
the geometry of our TOP trap is different from other TOP traps resulting in a totally
anisotropic or triaxial, time-averaged potential.

A time orbiting potential or TOP trap is a magnetic trap consisting of a quadrupole
magnetic field and a constant magnitude rotating bias field. The potential resulting from
a superposition of these two magnetic fields, averaged over a rotation period, is harmonic
for small displacements. The time-averaged value of the minimum magnetic field in the
TOP trap is just the magnitude of the rotating bias field. That is, the rotating bias
field has effectively “plugged” the zero-field region of the quadrupole field. The zero-field
point of the quadrupole has been displaced by the bias field and, in fact, rotates with
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the rotating bias field, producing the so-called “circle of death”.

In the NIST-Gaithersburg TOP trap, the bias field rotates in a plane containing
the symmetry axis of the quadrupole field. For small displacements, the time-averaged
magnetic field is

2

b
(18) (B): = By + —q(mQ + 2% + 422),
4By

where By is the magnitude of the rotating bias field and 2b, is the gradient of the
quadrupole field along the symmetry (z) axis. The spring constants for this TOP mag-
netic trap are in the ratio of 1 : 2 : 4 in the x, y and z direction, respectively. In the
standard configuration for the TOP trap fields, such as in the original trap of JILA [53],
used to create the first BEC of Rb, the bias field rotates in the symmetry plane of the
quadrupole field, and the spring constant in the radial (z,y) direction is a factor of eight
less than the axial direction (z) producing a disk-shaped time-averaged potential. The
magnetic trap given by eq. (18) is triaxial; that is, unlike the JILA TOP trap, it has no
rotational symmetry. In addition, it is closer to spherical than the JILA TOP trap and
better matched for loading from the nearly spherical clouds of laser-cooled atoms from
the MOT.

Although the TOP trap has a number of desirable properties, including some inde-
pendent adjustments of the spring constants in the three principle directions, there are
certain limitations associated with trapping a mixed state such as the F =1, mp = —1
state of sodium. The most important is the quadratic Zeeman effect which reduces the
“effective” magnetic moment of that state.

Equation (18) shows that in order to achieve the stiffest TOP trap for a given radius
of the “circle of death”, the distance where the magnitude of the quadrupole field equals
the bias field (a distance typically chosen to be larger than the radius of the sample of
trapped atoms), the largest possible quadrupole field should be used. If the strength
of the quadrupole field is increased, then the magnitude of the rotating field must be
increased to keep the radius of the “circle of death” constant. The energy of the F =1,
mp = —1 state of sodium as a function of magnetic field initially increases linearly (the
linear Zeeman effect), but the slope decreases with magnetic field due to the quadratic
Zeeman effect. Eventually the energy of this state reaches a maximum around 31.5mT
(315 Gauss) above which it becomes an anti-trapped state. Thus for a fixed radius of
the “circle of death”, the stiffness of the TOP trap no longer increases linearly with the
strength of the quadrupole field, becoming extremely weak for sufficiently large values of
the bias field.

7°2. BEC of sodium in a TOP trap. — Similar to other BEC experiments, our Bose-
Einstein condensate of alkali atoms is produced by evaporative cooling in a magnetic
trap loaded with laser-cooled and trapped atoms, however, the details of our technique
differ from other groups. More specifically, we load a dark spot MOT [81] from an
effusive source of sodium at 625 K using Zeeman slowing. The slowing laser beam passes
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through the trap so that the capture area of the trap subtends a large solid angle of the
flux of slow atoms. In order to minimize the effect of the slowing laser on the trapped
atoms, we use a hybrid slower geometry [131]. A conventional Zeeman slower is used
to slow atoms from about 800m/s down to about 160m/s, followed by a short section
of reverse slower [132] to slow atoms from about 160m/s down to a few m/s, which is
within the capture velocity of the dark spot MOT. To avoid the loss of atoms in the
slowing process due to optical pumping as the atoms pass through the zero-field region
between the conventional and reverse Zeeman slowing magnets, a second laser frequency
is in the slowing beam to pump atoms from the F' = 1 hyperfine level to the F = 2
level where they can continue to be slowed. In addition, a dark spot is placed in the
slowing laser beam, creating a shadow in the region of the cloud of atoms in the dark
spot MOT [133]. This further reduces the effect of the slowing laser beam on the trapped
atoms. Typically, we load more than 10'° atoms into the MOT in less than 0.5 seconds.

After loading into the dark spot MOT, the magnetic fields are rapidly switched off
and the atoms are further cooled to ~ 200 uK by a brief period of dark molasses (there is
a dark spot in the repumper light in the molasses beams), followed by optical pumping of
the entire population into the F' = 1 hyperfine level. The magnetic trap is then rapidly
switched on, trapping atoms in the mp = —1 sublevel of the F' = 1 ground state. Since
all three sublevels are present in equal populations at the time when the magnetic trap
is turned on, two-thirds of the sample of laser-cooled atoms are necessarily lost in the
transfer. Experimentally, we find that we are able to trap 4 to 5 x10° sodium atoms in
the magnetic trap.

The atoms are confined in the benign environment of a magnetic trap in order to
be evaporatively cooled [134,135]. We have developed two strategies for evaporatively
cooling atoms to Bose-Einstein condensation. The first strategy evolved in response
to the quadratic Zeeman effect problem in the mrp = —1 state of sodium, discussed
in subsect. 7'1. That is, for the large cloud of atoms initially confined in the TOP
trap, the stiffness of the trap could not be increased, while keeping the “circle of death”
well outside the cloud, to sufficiently compress the sample for runaway evaporation.
Instead, we initially compress and evaporatively cool the sample of atoms trapped in a
quadrupole magnetic field. When the sample is sufficiently cold and dense enough, but
before there is significant loss at the zero-field region due to Majorana transitions, we
transfer them to the TOP trap by rapidly switching on the rotating bias field while the
quadrupole field is on, after which further evaporative cooling can proceed in the TOP
trap. Evaporative cooling in the TOP trap can be achieved by removing the higher-energy
atoms to untrapped states with either rf-induced transitions or the circle of death. For
most experiments we use rf-induced transitions because it allows us greater control and
flexibility. By appropriate choice of frequency and power, we can control the final energy
of the atoms we are removing as well as the width of cut made into the sample of atoms.
In addition, the parameters of the rf can be changed rapidly compared to changing values
of magnetic fields for the circle of death. This technique works for a large range of initial
numbers of trapped atoms.
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Fig. 8. — a) Normal incidence diffraction. b) Bragg diffraction. c¢) Bragg diffraction as a 2n-
photon Raman transition.

When the initial number of trapped atoms in the MOT is > 10°, we can achieve
BEC with atoms in the TOP trap, directly. We initially lose a large number of atoms
after transfer into the TOP trap because the circle of death cannot be placed sufficiently
outside the cloud of atoms. After this initial loss and the cloud of atoms has rethermalized
to a lower temperature and higher density, runaway evaporation can be achieved by
compressing the sample and removing high-energy atoms with the circle of death. Both
strategies produce approximately the same number of final condensate atoms, about
3 x 10%, at a BEC transition temperature of 1.2 uK.

We probe our samples of atoms using the technique of absorption imaging [127]. The
TOP trap is rapidly shut off and after a variable delay, a short laser pulse optically
pumps the atoms from F' =1 to F' = 2, after which another short laser pulse resonant
with the 35,5, ' = 2 — 3P5)5, F' = 3 transition is applied to the atoms along the
direction of gravity (the z-direction). The light absorbed from this laser beam is imaged
onto a CCD camera. From this image we extract the transverse spatial dependence of
the optical depth along the direction of the probe beam.

7°'3. Diffraction of atoms by a standing wave. — When an atomic beam passes through
a periodic optical potential formed by a standing light wave, it diffracts similar to the
diffraction of light by a periodic grating. The diffraction can be divided into two regimes,
normal and Bragg diffraction. Both diffraction processes can be thought of as arising from
the simultaneous absorption of a photon from one laser beam of the optical standing wave,
and stimulated emission of a photon due to the counterpropagating laser beam. (This
is a similar picture for the origin of the optical dipole force and the momentum transfer
resulting from diffraction can be thought of as arising from this force.) This necessarily
means that the momentum transfer to the atomic beam by the optical standing wave is
quantized in units of 2hk, twice the momentum associated with a single photon.

In normal diffraction illustrated in fig. 8a, the incident atomic beam non-adiabatically
enters the light field at normal incidence. As there is no difference in frequency between
the two laser beams comprising the standing wave, the exiting atomic beam is symmetri-
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Fig. 9. — Diffraction of a BEC by a short pulse, optical standing wave. a) For low intensities
only first-order diffraction into £2hk momentum states is visible. b) At higher intensities,
higher-order diffraction (£4%hk and +£6hk) is observed.

cally diffracted with respect to the incident atomic beam. Energy conservation is satisfied
by the spread in energies associated with the non-adiabatic “turn-on” and “turn-off” of
the standing wave. For short interaction times such that the atoms do not move ap-
preciably along the direction of the standing wave, the standing wave potential can be
considered a thin phase grating that modifies the atomic deBroglie wave with a phase
modulation, which for a square profile laser beam is given by ¢(z) = (Uy7/h) cos®(kx),
where U is the maximum depth of the optical potential given by eq. (2) and 7 is the
interaction time of the atomic beam with the standing wave. An atom with zero momen-
tum is therefore split by the standing wave into multiple components with transverse
momenta p, = 2nhk, (n = 0,£1,£2,...), with populations P, = J2(Uy7/2h), where
Jn(z) are Bessel functions of the first kind. Normal incidence diffraction of atoms by
a near resonant optical standing wave was first demonstrated in Pritchard’s group at
MIT [136] in 1983.

In the early experiments demonstrating diffraction of atoms by optical standing
waves [136,137], a beam of atoms passed through an optical standing wave and the
diffracted beam was detected downstream. In our experiments [138], we start with BEC
at a temperature sufficiently below the transition temperature such that no discernible
thermal fraction is present. We then adiabatically reduce the strength of the confining
potential, which lowers the energy of the condensate by both reducing the mean-field
interactions and increasing the size of the condensate wave function. We then expose the
atoms to a short pulse of the optical standing wave, while they are either still in the TOP
trap, or shortly after releasing them from the trap by rapidly shutting off the magnetic
fields. Hence the condensates are essentially at rest and we expose them to the optical
standing wave temporally. We detect the momentum transferred to the atoms from the
diffraction process by taking an absorption image after a sufficient time delay, such that
the various atomic wave-packets with different momenta have spatially separated.

Figure 9 is an example of normal diffraction of BEC by a short pulse of a weak and
strong optical standing wave. The optical standing wave is applied along the z-axis, 2 ms
after the condensate atoms have been released from the adiabatically expanded trap. For
a weak pulse there is only a small phase modulation imposed on the cloud of atoms by
the optical standing wave and only the first diffraction orders with momentum +2hk are
observed (fig. 9a). When the pulse intensity is increased by a factor of 5 there is a substan-
tial phase modulation imposed on the released condensate atoms and higher diffraction
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orders are observed. In fig. 9b, both second- and third-order diffraction, corresponding
to momentum transfer of +4%k and +6%k, is clearly evident. The images in fig. 9 were
taken 10 ms after the application of the diffraction pulse. The momentum spread of the
undiffracted atoms is approximately 0.06 2k and so the diffracted components are clearly
resolved.

7'4. Bragg diffraction of atoms. — When the atoms enter and exit the monochromatic
standing wave adiabatically, energy conservation must be explicitly satisfied in the in-
teraction between the atoms and the light field. In this regime, also known as the Bragg
regime, the energy difference of the atom before and after the change of momentum of 27k
must come from the photon field. This is typically accomplished by having the atomic
beam incident on the standing wave at an angle such that the atoms see a differential
Doppler shift between the two counterpropagating laser beams comprising the standing
wave. This geometry is shown schematically in fig. 8. Under these conditions, Bragg
diffraction can be understood as a stimulated Raman transition between two momentum
states. Figure 8c shows n-th-order Bragg diffraction as a 2n-photon, stimulated Raman
process in which photons are absorbed from one beam and stimulated into the other.
Conservation of energy and momentum requires (n2hk)?/2M = 2nhkvsin 6, where M is
the mass of the atom, v is the longitudinal velocity of the atomic beam and 6 is the angle
of incidence of the atomic beam on the standing wave. Bragg diffraction of atoms by a
near resonant optical standing wave was also first demonstrated in Pritchard’s group at
MIT [137] in 1988.

In the case where we start with a BEC essentially at rest, two laser frequencies are
needed to satisfy energy conservation in the Bragg diffraction process. The difference in
frequencies results in a moving standing wave, that would correspond to the differential
Doppler shift observed by the atom in the stationary frame of the standing wave. In
our experiments, we create our moving standing wave by having a frequency difference
& between the two counterpropagating waves that make up the standing wave. In the
presence of this moving standing wave, an atom initially at rest will simultaneously absorb
photons from the higher-frequency laser beam and be stimulated to emit photons into
lower-frequency beam acquiring momentum 4+2nhk in the process. In order to satisfy
energy conservation, the detuning § must be chosen such that né = n?4E,../h, where
FEec is the recoil energy.

Figure 10 shows first-, second- and third-order Bragg diffraction of Bose condensed
atoms released from the magnetic trap. When the frequency difference between the
two lasers is 100 kHz, atoms initially at rest can resonantly absorb a photon from the
higher-frequency laser beam and be stimulated to emit a photon into the lower-frequency
beam. The result of this process is a transfer of two units of photon momentum to the
atoms, which then travels ballistically with a velocity of 6cm/s. Similarly, by setting
the frequency difference of the lasers to —100 kHz, the momentum transfer to the atoms
from the Raman process will be in the opposite direction. Since Bragg diffraction of
the atoms can be thought of as a two-level system (the initial and final momentum
states) coupled by the Raman process, it is possible to transfer all of the atoms to the
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Fig. 10. — Bragg diffraction of a BEC: By applying a moving standing wave (whose velocity is
determined by the frequency difference of the two waves comprising the standing wave) we can
Bragg diffract a portion of the condensate into a well-defined momentum state.

final momentum state. We have observed first-order Bragg diffraction of 100% of the
condensate atoms. The amount of transfer was reduced in the images of fig. 10 so that
the location of the condensate atoms, initially at rest, could be easily identified. Second-
and third-order Bragg diffraction was observed when the laser detuning was increased to
200 kHz and 300 kHz, respectively. We have observed up to sixth-order Bragg diffraction
with a momentum transfer of ~ 12hk (corresponding to a velocity of 0.35m/s).

7'5. Raman output coupling: Demonstration of a CW atom laser. — In order to realize
an atom laser from BEC, it is necessary to coherently extract the condensed atoms; that
is, an atom output coupler is needed. The first demonstration of an output coupler
for BEC was reported in 1997 [139], where coherent, rf-induced transitions were used
to change the internal state of the atoms from a trapped state to an untrapped one.
This method, however, did not allow the direction of the output coupled atoms to be
chosen. The extracted atoms fell under the influence of gravity and expanded because
of the intrinsic repulsion of the atoms. We have developed a highly directional method
to optically couple out a variable fraction of a condensate. We use stimulated Raman
transitions between magnetic sublevels to coherently transfer trapped condensate atoms
to an untrapped state while giving them a momentum kick [140].
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Fig. 11. — Raman output coupler. Left: A stimulated Raman transition is used to transfer 2 hk
of momenta, and change the magnetic sublevel from the trapped m = —1 to the untrapped
m = 0 state. Right: Series of images demonstrating multiple Raman output coupling of atoms
from BEC en route to demonstrating a continuous stream of coherent atoms. In a)-c), one,
three and seven 6 us Raman pulses were applied to the condensate, respectively; d) is the result
of the application of 1 us Raman pulses at the full repetition rate of ~ 20kHz imposed by the
frequency of the rotating TOP bias field (140 pulses in 7ms). The pictures are absorption images
taken after a time-of-flight period.

The Bragg diffraction of atoms [138] discussed earlier involves a stimulated Raman
transition between different momentum states while keeping the atoms in the same mag-
netic sublevel. If the frequency difference between the lasers includes the additional
Zeeman energy between two magnetic sublevels, a simultaneous change in the momen-
tum and internal state of the condensate atoms can be achieved. This is illustrated in
fig. 11, where BEC trapped in the F' = 1, mp = —1 state is transferred to the F = 1,
mp = 0 state. Two units of photon momentum are transferred in the Raman process,
so the cloud of atoms in the mpr = 0 state has a velocity of 6 cm/s with respect to those
atoms in the mp = —1 state (fig. 11a).

We can repeatedly apply the Raman pulses to achieve multiple output coupling of
atoms from a BEC. This is shown in fig. 11a)-d). In order to avoid changes in the
Raman resonance frequency between different magnetic sublevels we synchronized the
application of the Raman pulses to our rotating TOP field. (Our condensate atoms
were displaced by gravity away from the zero of the quadrupole field, such that the
local magnetic field was modulated by the rotating TOP bias field.) Figures 11a)-c) are
optical absorption images of the condensate after one, three and seven Raman pulses,
respectively. For these images, the TOP trap was held on for a 9ms window during
which time 6 us Raman pulses were applied at a subharmonic of the rotating TOP bias
frequency. The magnetic fields were then extinguished and the atoms were imaged 1.6 ms
later. In fig. 11d, the TOP trap was held on for a 7ms window during which time 140
Raman pulses were applied at the 20kHz frequency of the rotating bias field and the
distribution of atoms was imaged 1.6 ms later. The Raman pulse duration was reduced
to 1 us in order to couple less atoms out of the condensate during each Raman pulse. In
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the time between two Raman pulses each output coupled wavepacket moves only 2.9 pm.
These pulses strongly overlap because this spatial separation of 2.9 ym is much smaller
than the =~ 50 yum size of the condensate, therefore the output coupled atoms form a
continuous coherent matter-wave.

Our Raman output coupling scheme dramatically reduces the transverse momentum
width of the extracted atoms compared to other methods such as rf output coupling [139].
This dramatic reduction occurs because the output coupled atoms have received a sub-
stantial momentum kick from the Raman process. If the atoms were simply released
from the trap with no momentum transfer, they would undergo a burst of expansion due
to the repulsive interactions with the other condensate atoms. In our output coupling
scheme, however, this additional expansion energy is primarily channeled into the for-
ward direction. The increase in the transverse momentum width due to the interaction
between the atoms is reduced by roughly the ratio of the timescale over which the mean
field repulsion acts on the freely expanding condensate, divided by the characteristic
time it takes the output coupled atoms to leave the still trapped condensate. In our case,
the reduction ratio is about a factor of ~ 20 which results in a well-collimated beam of
atoms.

One of the important properties of an optical laser is that the coherence length of the
emitted beam of photons is much longer than the size of the cavity. A similar property
for an atom laser would be highly desirable. The output coupled beam of our atom laser
beam is much longer than the characteristic size of the condensate. Since stimulated
Raman transitions are coherent processes, we expect the coherence length of this beam
to be much longer than the size of the condensate. While we have not measured the
intrinsic coherence length of our atoms laser beam, we have shown, in an interference
experiment [141], that successive pulses are fully coherent. The coherence length of an
atom laser beam, produced by using rf to continuously extract atoms from a magnetically
trapped Bose condensate, was measured first by Hansch’s group in Germany [142].

8. — Nonlinear atom optics with Bose-Einstein condensates

The advent of the laser as an intense, coherent, light source enabled the field of non-
linear optics to flourish. The interaction of light in materials, whose index of refraction
depends on the intensity, has led to effects such as multi-wave mixing of optical fields to
produce coherent light of a new frequency, and optical solitons, pulses of light that prop-
agate without dispersion. Nonlinear optics now plays an important role in many areas of
science and technology. With the experimental realization of Bose-Einstein condensation
(many atoms in a single quantum state) and the matter-wave or atom “laser” (atoms
coherently extracted from a condensate), we now have an intense source of matter-waves
analogous to the source of light from an optical laser. This has led us to the threshold
of a new field of physics: nonlinear atom optics [143].

The analogy between nonlinear optics with lasers and nonlinear atom optics with
Bose-Einstein condensates can be seen in the similarities between the equations that
govern each system. For a condensate of interacting bosons, in a trapping potential V',
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Fig. 12. — The process of four-wave mixing of matter-waves can always be transformed to a
reference frame where the mixing process is degenerate (all of the waves have the same energy;
left). The nonlinear term describing the mean-field, s-wave interaction of the atoms is responsible
for the four-wave mixing. Atoms from waves 1 and 3 scatter off each other and go off back-to-
back. The scattering process can be stimulated by wave 2, so that it is more likely that one of
the scattering pairs goes into this wave. By momentum conservation, wave 4 is created. The
small cloud of atoms in the image on the right is the fourth wave generated by four-wave mixing
of matter-waves.

the macroscopic wave function ¥ satisfies a nonlinear Schrédinger equation [130],

ov K2
ot

ViV o+ g|\II|2>\II,

where M is the atomic mass, g describes the strength of the atom-atom interaction (g > 0
for sodium atoms), and |¥|? is proportional to atomic number density.

8'1. Four-wave mizing with matter-waves. — The nonlinear term in eq. (19) is similar
to the third-order susceptibility term, x(®), in the wave equation for the electric field
describing optical four-wave mixing. We therefore expect that if three coherent matter-
waves are spatially overlapped with the appropriate momenta, a fourth matter-wave will
be produced due to the nonlinear interaction, analogous to optical four-wave mixing. In
contrast to optical four-wave mixing, the nonlinearity in matter-wave four-wave mixing
comes from atom-atom interactions, described by a mean field; there is no need for an
external nonlinear medium.

Using the atoms from a BEC, we have observed such four-wave mixing of matter-
waves. This work is described in detail in ref. [144]. In our four-wave mixing experiment,
we used optically induced Bragg diffraction [138] to create three overlapping wavepackets
with appropriately chosen momenta. As the three wavepackets spatially separate, a
fourth wavepacket, due to the wave-mixing process, is observed (see fig. 12).

The process of four-wave mixing of matter-waves (and also optical waves), can be
thought of as Bragg diffraction off of a matter grating. In this picture, two of the
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matter-waves interfere to form a standing matter-wave grating. The third wave can
Bragg diffract off of this grating, giving rise to the fourth wave. An alternative picture of
four-wave mixing is in terms of stimulated emission. In this picture it is helpful to view
the four-wave mixing process in a reference frame where the process looks like degenerate
four-wave mixing; that is, all of the waves have the same energy.

In four-wave mixing, both energy and momentum (corresponding to phase matching)
must be conserved. Since atoms, unlike photons, cannot be created out of the vacuum,
we have the additional requirement for matter-waves of particle number conservation.
(If we included the rest mass of the atom, particle number conservation is contained in
energy conservation.) Given these three conditions, one can show that the only four-wave
mixing configurations possible with matter-waves are those that can be viewed in some
frame of reference as degenerate four-wave mixing. This is also the geometry of phase
conjugation. Figure 12 shows the four-wave mixing geometry for matter-waves viewed
in the degenerate or phase conjugation frame.

In the picture of four-wave mixing as arising from stimulated emission, atoms in waves
1 and 3 can be considered as undergoing an elastic collision. The scattering process results
in atoms going off back-to-back in order to conserve momentum, but at some arbitrary
angle with respect to the incident direction. (The scattering process is typically s-wave
and the outgoing waves can be considered spherical.) In the presence of wave 2, however,
this scattering process can be stimulated. There is an enhanced probability that one of
the atoms from the collision of waves 1 and 3 will scatter into wave 2. (This probability
is enhanced by the atoms in wave 2.) Because of momentum conservation, the enhanced
scattering of atoms into wave 2 results in an enhanced number of atoms in wave 4. In
this picture, it is obvious that the four-wave mixing process removes atoms from waves 1
and 3 and puts them into waves 2 and 4. This may have some interesting consequences
in terms of quantum correlations between the waves.

8°2. Quantum phase engineering. — A three-dimensional image of an arbitrarily com-
plex object can be constructed by sending light, with sufficient spatial coherence, through
the appropriate phase and/or amplitude mask. This is the basic principle behind phys-
ical optics, which includes wave phenomena like diffraction and holography. Diffraction
can be achieved with a periodic phase and/or amplitude mask, while a more compli-
cated mask is needed to construct a complex holographic image. In each case, the mask
modifies the incoming wave and subsequent propagation produces the desired pattern of
light. This idea can be readily adapted to atom optics, especially when the “incoming”
matter-wave is from a highly coherent source such as a Bose-Einstein condensate.

We have developed a technique to optically imprint complex phase patterns onto a
Bose-Einstein condensate in order to create interesting topological states. This technique
is analogous to sending a wave through a thin phase mask. The basic idea is to expose
the condensate atoms to a short pulse of laser light with a spatially varying intensity
pattern. The laser detuning is chosen such that spontaneous emission is negligible. (The
phase mask can also serve as an amplitude mask by tuning closer to resonance, so that
spontaneous emission is significant.) The pulse duration is sufficiently short such that
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the atoms do not move an appreciable distance (i.e. the wavelength of light) during the
pulse. This is sometimes referred to as the Raman-Nath regime. During the laser pulse,
the AC Stark effect or optical dipole potential (see eq. (2)) shifts the energy of the atoms
by U(r,t). Hence the effect on the atomic wave function is to “instantaneously” change
its phase. This effect can be represented by multiplying the wave function by the phase
factor explig(r)], where ¢(r) = — [U(r,t)dt/h. Since the AC Stark or light shift is
proportional to the intensity of the light, any spatial intensity variation in the light field
will be written onto the BEC wave function as a spatial variation in its phase.

Optically induced phase imprinting is a tool for “quantum phase engineering” of
the wave function to create a wide variety of states. For example, as discussed in the
section on diffraction of the condensate, the application of a short pulse of standing wave
light will imprint a sinusoidal phase onto the condensate. The imprinted wave function
subsequently evolves in momentum states differing by 2hk. It should be possible to use
quantum phase engineering to produce collective states of excitation of the interacting
BEC, such as solitons and vortices. The application of a uniform intensity light field to
half of the BEC imprints a relative phase difference between the two halves. This phase
step is expected to give rise to dark solitons (see following section). Such solitons will
propagate with a speed related to the phase difference [145], which can be adjusted by
the intensity of the laser pulse.

It should also be possible to produce one or more vortices by applying a laser pulse
which has a linearly varying, azimuthal, intensity dependence [146]. This will produce a
topological winding of the BEC phase, which if large enough (i.e. 27) should produce a
vortex. Numerical solutions to a 3D Gross-Pitaevskii equation [147] show that this is the
case; and also show that such a vortex, although unstable because it is created in a non-
rotating trap, will live for a sufficient time to be observable. Increasing the phase winding
will generate multiple vortices (vortices with more than # of angular momentum are not
stable and will immediately split into multiple vortices each with angular momentum
h). Quantum phase engineering can generate arbitrary phase patterns, and perhaps
other interesting quantum states. In this sense, it is a form of atom holography [148].
The technological challenge is mostly one of imaging. Any complicated pattern must be
imaged to the size of the BEC, typically of order 50 pm.

8'3. Solitons in a BEC. — Solitons are stable, localized waves that propagate in a
nonlinear medium without spreading. They may be either bright or dark, depending on
the details of the governing nonlinear wave equation. A bright soliton is a peak in the
amplitude while a dark soliton is a notch with a characteristic phase step across it. Equa-
tion (19), which describes the weakly interacting, zero-temperature BEC, also supports
solitons. The solitons propagate without spreading (dispersing) because the nonlinearity
balances the dispersion; for eq. (19) the corresponding terms are the nonlinear interaction
g|¥|?, and the kinetic energy —(h?/2M)V?, respectively. Our sodium condensate only
supports dark solitons because the atom-atom interactions are repulsive [145,149] (g > 0).
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A distinguishing characteristic of a dark soliton is that its velocity is less than the
Bogoliubov speed of sound [145,149] vy = /gn/M (n is the unperturbed condensate
density) and they travel opposite to the direction of the phase gradient. The soliton
speed vs can be expressed either in terms of the phase step 6 (0 < § < 7), or the soliton
“depth” mq, which is the difference between n and the density at the bottom of the
notch [145,149]:

(20) % = cos (g) = J1- 2

Vo

For § = 7 the soliton has zero velocity, zero density at its center, a width on the order
of the healing length [149], and a discontinuous phase step. As ¢ decreases the velocity
increases, approaching the speed of sound. The solitons are shallower and wider, with
a more gradual phase step. Because a soliton has a characteristic phase step, optically
imprinting a phase step on the BEC wave function should be a way to create a soliton.

8'4. Observation of solitons in a BEC. — We modified the phase distribution of the
BEC by employing the technique of quantum phase engineering discussed in an earlier
section. The condensate atoms were exposed to a pulsed, off-resonant laser beam, coaxial
with the absorption probe beam, with a spatial intensity profile such that only half of the
BEC was illuminated. This was accomplished by blocking half of the laser beam with
a razor blade and imaging this razor blade onto the condensate. The intensity pattern
at the condensate, as observed by our absorption imaging system, had a light to dark
(90% to 0%) transition region of 7 um. The intensity required to imprint a phase of 7
was checked with a Mach-Zehnder atom interferometer based on optically induced Bragg
diffraction [150,151]. Our Bragg interferometer [152] differs from previous ones in that we
can independently manipulate atoms in the two arms (because of their large separation)
and can resolve the output ports to reveal the spatial distribution of the condensate
phase. When a phase of m was imprinted on one half of the condensate relative to the
other half, the two output ports of the interferometer displayed the complementary halves
of the condensate (see fig. 13).

To observe the creation and propagation of solitons, we measure BEC density dis-
tributions with absorption imaging after imprinting a phase step. Figure 14 shows the
evolution of the condensate after the top half was phase imprinted with ¢ = 1.57, a
phase for which we observe a single deep soliton (the reason for imprinting a phase step
larger than 7 is discussed below). Immediately after the phase imprint, there is a steep
phase gradient across the middle of the condensate such that this portion has a large
velocity in the +z-direction. This velocity can be understood as arising from the impulse
imparted by the optical dipole force, and results in a positive density disturbance that
travels at or above the speed of sound. A dark notch is left behind, which is a soliton
moving slowly in the —z-direction (opposite to the direction of the applied force).

A striking feature of the images is the curvature of the soliton. This curvature is
due to the 3D geometry of the trapped condensate, and occurs for two reasons. First,
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Fig. 13. — Space-time diagram of the matter wave interferometer used to measure the spatial
phase distribution imposed on the BEC. Three optically induced Bragg diffraction pulses formed
the interferometer. Each pulse consisted of two counter-propagating laser beams detuned by
about —2 GHz from atomic resonance (so that spontaneous emission is negligible) with their
frequencies differing by 100 kHz. The first pulse had a duration of 8 us and coherently split the
condensate into two components |A) and |B) with equal number of atoms. |A) remained at
rest and |B) received two photon recoils of momentum. When they were completely separated,
we exposed the top half of |A) to a phase imprinting pulse of 7, which changed the phase
distribution of |A) while |B) served as a phase reference. 1ms after the first Bragg pulse, a
second Bragg pulse of 16 us duration brought |B) to rest and imparted two photon momenta
to |A). When they overlapped again, 1ms later, a third pulse of 8 us duration converted their
phase differences into density distributions at ports 1 and 2, which appears in the images.

the speed of sound v is largest at the trap center where the density is greatest, and
decreases towards the condensate edge. Second, as the soliton moves into regions of
lower condensate density, we find numerically that the density at its center, n — ng,
approaches zero, & approaches 7, and vy decreases to zero before reaching the edge. This
is because the soliton depth ng rather than its phase offset d appears to be a conserved
quantity in a non-uniform medium.

A clear indication that the notches seen in fig. 14 are solitons, rather than simply sound
waves, is their subsonic propagation velocity. To determine this velocity, we measure the
distance after propagation between the notch and the position of the imprinted phase step
along the z-direction. Because the position of our condensate varies randomly from shot-
to-shot (presumably due to stray, time-varying fields) we cannot always apply the phase
step at the center. A marker for the location of the initial phase step is the intersection of
the soliton with the condensate edge, because at this point the soliton has zero velocity.
Using images taken 5ms after the imprint, at which time the soliton has not traveled
far from the BEC center, we obtain a mean soliton velocity of 1.8(4) mm/s. This speed
is significantly less than the mean Bogoliubov speed of sound vy = 2.8(1) mm/s. From
the propagation of the notch in the numerical solutions (fig. 14, lower images) we obtain
a mean soliton velocity, vy = 1.6 mm/s, in agreement with the experimental value. The
experimental uncertainty is mainly due to the difficulty in determining the position of
the initial phase step.
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Fig. 14. — Experimental (upper) and theoretical (lower) images of the integrated BEC density
for various times after we imprint a phase of about 1.5 7 on the top half of the condensate with
a 1 us pulse. The measured number of atoms in the condensate was 1.7(3) x 10°, and this value
was used in the calculations. A positive density disturbance moved rapidly in the +z-direction
and a dark soliton moved oppositely at significantly less than the speed of sound. Because the
imaging is destructive, each image shows a different BEC. The width of the images is 70 pym.

From the lower image of fig. 14 at 5ms, we can extract the theoretical density and
phase profile along the z-axis through the center of the condensate. The dark soliton
notch and its phase step are centered at x = —8 ym. This phase step, § = 0.58 7, is less
than the imprinted phase of 1.5 7. The difference is caused by the mismatch between the
phase imprint and the phase and depth of the soliton solution of the nonlinear Schrodinger
equation (eq. (19)): Our imprinting resolution of 7um is larger than the soliton width,
which is on the order of the healing length (0.7 um), and we do not control the amplitude
of the wave function.

In order to improve our measurement of the soliton velocity, we avoid the uncertainty
in the position of the initial phase step by replacing the razor blade mask with a thin slit.
This produces a stripe of light with a Gaussian profile (1/e? full width ~ 15 um). With
this stripe in the center of the condensate, numerical simulations predict the generation
of solitons that propagate symmetrically outwards. We select experimental images with
solitons symmetrically located about the middle of the condensate, and measure the dis-
tance between them. For a small phase imprint of ¢ ~ 0.57 (at Gaussian maximum),
we observe solitons moving at the Bogoliubov speed of sound, within experimental un-
certainty. For a larger phase imprint of ¢ =~ 1.57, we observe much slower soliton
propagation, in agreement with numerical simulations. An even larger phase imprint
generates many solitons. The results of these experiments on the creation and propaga-
tion of solitons can be found in ref. [152]. Solitons in a BEC have also been observed by
a group in Hannover [153].

8'5. Quantum atom optics. — Imagine taking a BEC of N atoms and splitting it in
half, putting one half in one trap and the other half in another trap. Furthermore,
assume (quite reasonably) that each atom has a 50% probability of ending up in one
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trap or the other. What would we expect for the distribution of atoms in the two traps?
We would find that the mean number of atoms in each trap is N/2, with an uncertainty
of VN /2 (it is extremely unlikely to get exactly 500000 heads if a coin is flipped 10°
times.) This uncertainty in the number is intrinsic in physics, and is the source of noise
in many experimental situations, such as the fundamental noise (called shot-noise) on a
laser beam. Classically, this noise is unavoidable. Interactions, however, offer the ability
to change the noise characteristics and create non-classical states. For example, nonlinear
optics can be used to create squeezed states of light, where the noise characteristics in one
degree of freedom can be less than the standard quantum limit given by the Heisenberg
uncertainty principle. Squeezing does not violate the uncertainty principle. Instead, the
noise in a degree of freedom that is unimportant (such as the intensity in the measurement
of a laser frequency) is increased, while the noise is reduced in a relevant one (such as
the phase of the laser). The field concerned with the non-classical statistical properties
of light is called quantum optics. By analogy, interactions in a BEC have enabled the
generation of non-classical statistical states of atoms, or quantum atom-optics.

The interactions between the atoms in a BEC can be exploited to generate number
squeezed states; that is, atoms in traps with reduced number fluctuations. One of the
earliest demonstrations of this was an experiment [154] in the group of Mark Kasevich,
then at Yale. In this experiment, they loaded a BEC of 10° rubidium atoms into a
shallow, 1-D optical lattice and then slowly increased in time the depth of the optical
lattice (it took ~ 200 ms to reach the final value). Initially, the atoms could tunnel
from well to well, but as the depth of the optical lattice was increased, the tunneling
was suppressed. The atom-atom interactions responsible for the nonlinear term in the
Gross-Pitaevskii equation also means that there is an energy cost when two atoms get
close to one another. Hence having many atoms in one well is energetically unfavorable,
so the tendency is for the number of atoms in each well to be equal (see fig. 15, left).
By raising the lattice intensity slowly enough, the system, starting in the lowest possible
energy state (the BEC), could remain in the lowest energy state (by adiabatic following),
and eventually evolve into an equal partitioning of the atoms into the wells of the lattice.

The reduction in number fluctuations could be inferred from the disappearance of
phase coherence from well to well. That is, as the uncertainty in number decreases,
the uncertainty in phase increases due to the number-phase relationship, which is well
known in quantum optics. Suddenly releasing the atoms from the optical lattice results
in diffraction peaks in the atomic momentum (see subsect. 7°3) if there is phase coher-
ence across several wells. The disappearance of the diffraction implies a loss of phase
coherence from well to well, which in this experiment was due to the reduction in num-
ber fluctuations. A factor of & 10 suppression in number fluctuations (from ~ 30 atoms
per well to about 2 or 3 per well) was observed in the experiment. More recently, an
experiment [155] was performed with a BEC in a 3-D optical lattice in which complete
suppression of number fluctuations was observed. This complete disappearance of num-
ber fluctuations is a result of a quantum phase transition, which takes the system into
the so-called Mott insulator phase where there is the same number of atoms (uniform
filling) in each lattice site. The mechanism for this phase transition is the same as the
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Fig. 15. — (Left) Schematic illustrating the relevant concepts for creating number (Fock) states
in an optical lattice. Atoms can tunnel, at rate J, to adjacent lattice sites, however, there is
an energy cost of U associated with putting two atoms in the same site. Vj is the height of
the optical lattice potential. (Right) Images of the atomic distribution (for a fixed time-of-
flight period) after rapidly extinguishing the optical lattice at a particular depth. An initially
delocalized state (a) exhibits diffraction peaks due to the periodic character of the optical lattice.
As the depth of the optical lattice is increased to suppress tunneling (b), the system undergoes
the transition to Mott insulator such that the atoms are in a Fock state and the diffraction
disappears. If the optical potential is lowered (c) to allow tunneling, then the diffraction peaks
reappear.

one responsible for suppression of number fluctuations in Kasevichs experiment. The
atoms initially loaded in to the optical lattice from a BEC are delocalized and can move
from well to well by tunneling. As the depth of the wells of the optical lattice is increased
the movement of the atoms becomes constrained and the interactions between the atoms
favors the filling of lattice sites with uniform numbers of atoms. The 3-D nature of the
optical lattice results in a more abrupt transition from delocalized state to Fock state
(uniform filling) than in the case of Kasevichs 1-D optical lattice experiment. Similar
experiments have been performed at NIST [156] (see fig. 15, right).

The reduced number fluctuations of Fock states can be exploited to perform Heisen-
berg limited interferometry [157] in which an N-particle Fock state would have an N-fold
increase in the frequency of phase evolution. To exploit this feature, a coherent superpo-
sition of Fock states (a so-called Schrdinger cat state) needs to be generated. One way
to do this is to send two N-particle Fock states on a beamsplitter, simultaneously. An
early example of such an experiment [158] using photons is the Hong-Ou-Mandel (HOM)
effect. In this experiment, two photons produced by frequency down-conversion are sent
to the two input ports of a beamsplitter, one photon in one input port and the other
photon in the other port. If the twin photons arrive simultaneously on the beamsplitter,
than each of the two output ports of the beamsplitter are 2-particle states. Since only
two photons were sent into the beamsplitter and each output port of the beamsplitter
are 2-particle states, the two particles must be in a superposition of two particles out



254 K. HELMERSON and W. D. PHILLIPS

one port and two particles out the other port, or a 2-particle cat state. This result has
been confirmed in numerous experiments using photons and is often used to study the
non-classical behavior of number states of photons. More recently, the HOM effect has
been observed with Fock states of atoms in an optical lattice where the unit cell of can
be dynamically transformed between a single and double-well structure [159].

Other measurements of the higher-order correlation functions can reveal the non-
classical nature of a multi-particle field. The landmark experiment of Hanbury Brown and
Twiss [160] is essentially a measurement of the 2-particle correlation function of an optical
field. They observed that a thermal field (in their case, starlight) has a two-particle
correlation function that starts at two and decays to zero over a time (the coherence time)
inversely proportional to the spectral bandwidth. This experiment marked the beginning
of the study the statistical properties of light and can arguably represent the start of the
modern field of quantum optics. A similar measurement of the light emitted by a laser
results in a 2-particle correlation function that starts at one and decays to zero after the
coherence time. The same is true for observing three, four, five, etc. number of photons
within this correlation time. This is due to the non-classical statistical properties of the
state of the laser field, which can be represented by a coherent state. A measurement of
the 2-particle correlation function for atoms extracted from a BEC also shows a similar
behavior as a laser [161,162]. A comparison of the 3-particle correlation at essentially
zero time (measured by looking at three-body loss rates) for a thermal cloud and BEC
differs by a factor of 6 (or 3!) [163], which is also the expected difference between thermal
or classical source and a laser. Hence it seems even more appropriate to call the BEC
a laser-like source of atoms, or atom laser. There are, however, instances where the
statistical properties of atoms have no optical analog. Atoms come in two varieties
bosons and fermions, while photons only exist as bosons. A recent experiment [164]
measuring the 2-particle correlation function for ultracold clouds of metastable helium
atoms has shown the Hanbury Brown Twiss effect for bosons (*He) and the so-called
anti-Hanbury Brown Twiss effect for fermions (*He), because of Pauli blocking.

* kX

Much of the experimental work described here was carried out in the Laser Cooling
and Trapping Group in the Atomic Physics Division of the National Institute of Stan-
dards and Technology. It is a pleasure to acknowledge the contributions to this work
by the other members of the NIST staff of the Laser Cooling Group, S. ROLSTON and
P. LETT, as well as former member C. WESTBROOK. This work would not have been
possible without the contributions of many postdocs, students, and visitors to the group.
While not attempting to be a review of all the work in this field, these notes have drawn
extensively, both explicitly and implicitly, on the work of many groups throughout the
world that have advanced the art and science of laser cooling. We are indebted to all of
those colleagues, both cited and not, who have contributed so much to our understanding
of laser cooling and to the pleasure of working in this field. We recognize that the refer-
ences given in these notes are by no means complete and we apologize to those authors
whose work has not been cited. The BEC experiments at NIST described in these lecture
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Metrology with cold atoms

P. LEMONDE

LNE-SYRTE, Observatoire de Paris - 61 Avenue de I’Observatoire, 75014, Paris, France

1. — Introduction

More than twenty years ago, one of the early motivations for the development of laser
cooling techniques has been the idea that with cold atoms, accurate measurements could
be made even more accurate [1]. The fathers of laser cooling probably did not anticipate
to what extent this would be true. Cold atoms are now vastly used for the measurement
of an ever increasing number of physical quantities. Time and frequency is the topical
domain to which they were first applied [2-4]. In about 15 years, atomic clocks have
improved by merely two orders of magnitude by using laser cooled atoms. Time and
frequency measurements can now be performed with a fractional accuracy approaching
1071 with atomic fountain clocks [5-7]. The basic reasons for this improvement are the

following:

— Cold atoms can be observed for an extended period of time. This leads to very
narrow resonances. In an atomic fountain, atoms coherently interact with the
probe field for about one second corresponding to a Fourier limited width of the
resonance of 1Hz. Even though this has not been applied to atomic clocks so
far, coherent interaction of atoms with electromagnetic waves have been extended
up to almost ten seconds [8,9]. The 1Hz width of the resonance in a fountain
should be compared to the ~ 100 Hz of atomic lines in traditional thermal beam
machines [10]. Reducing the width of the resonance both improves the resolution of
the frequency measurements and reduces many of the systematic effects that shift

the atomic frequency.

(© Societa Italiana di Fisica
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— Frequency shifts related to the motion of the atoms are strongly reduced with cold

atoms. The first-order Doppler effect is proportional to the atomic velocity(!),
while the second-order Doppler effect (or relativistic time dilation effect) varies
as the square of the atomic velocity. Both effects were two of the most severe
limitations to the performances of thermal beam clocks [10]. In fountains, the
atomic velocity is lowered by two orders of magnitude.

Experiments using cold atoms are extremely versatile. A number of parameters can
be varied independently and over a broad range: atom number, velocity at which
they are launched, internal state. .. This proves extremely useful for the evaluation
of all the systematic effects that might affect the frequency accuracy of any precision
measurement performed with cold atoms. Several examples of this point will be
given throughout this course. For the moment, let us just give one example which
illustrates this point. As will be seen in details later on, in an atomic fountain it is
possible to change the atom number by a factor of 2 without affecting their position
and velocity distribution. It is straightforward to understand that by comparing the
frequency delivered by the fountain with the full atom number and with half this
atom number, one can evaluate the effects depending on the atom number (such
as the frequency shift due to cold collisions) without affecting any other effect. By
comparison, changing the atom number in an atomic beam machine can be done by
modifying the temperature of the oven which is the source of the atomic beam. This
in turn affects the velocity distribution of atoms via the temperature dependence of
the Boltzmann distribution, but also via technical effects like a possible temperature
dependence of the direction of the atomic beam. All the effects depending on the
atomic velocity (like the first- and second-order Doppler effect) will therefore be
entangled to this evaluation of atom number dependent frequency shift.

Large numbers of atoms can be used simultaneously. All the precedent advantages of
cold atoms are shared with trapped ions [11]. For precision measurements however,
only one to a few ions can be used simultaneously, the Coulomb repulsion between
ions leading to dramatic perturbations if more ions are used. Atoms do interact
which each other but the corresponding perturbation is orders of magnitude smaller,
so that to a certain extent, the problem can be dealt with. The typical number
of atoms contributing to the signal in an atomic fountain is about 106107 with a
corresponding signal-to-noise ratio at detection that is orders of magnitude larger
than in trapped ion experiments.

In the following, we will explore in details how one takes advantage of these funda-
mental features in actual devices. In sect. 2, the operation of fountains will be explained
in details. We will then discuss their performances in sect. 3 and particularly explore
the physical effects that limit their performance: the quantum projection noise which

(*) In the field of time and frequency metrology this effect is often related to as the distributed
cavity phase shift, see sect. 3 and [10].
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sets a fundamental limit to the frequency stability of this type of clocks and the effect of
collisions between cold atoms which yield a severe though controllable frequency shift of
the clock transition. We will also give a brief overview of the other sources of possible
frequency error in fountains and rapidly explain how they are evaluated. Altogether,
with a fractional frequency accuracy of about 10716 fountains allow the most accurate
measurements of all physics. Atomic fountains are now the working horses of frequency
metrology and have been developed in all major metrology institutes [12-18].

One would like however to do even better and a few ideas which are presently being
explored by the researchers in this field will be presented in sect. 4. The general trend is
to use atomic transitions at a much higher frequency. By switching to optical transitions
(instead of the microwave transitions presently used in fountains) there are good reasons
to hope for accuracies at least one order of magnitude better [19]. This proposed new
generation of clocks uses either cold atoms or ions confined in an electrodynamic trap.
The still preliminary results obtained along this line are extremely promising [20-28].
For instance, the control of all systematic frequency shifts at a level below 107!¢ has
very recently been reported in a clock using a single trapped Hg™ ion [24]. New ideas
are emerging that in principle allow the use of confined atoms for reaching even better
results [25-33].

Finally, beyond time and frequency metrology, cold atoms are now vastly used for the
accurate measurement of other physical quantities. Taking advantage of the wave nature
of atoms which manifests itself increasingly with the long De Broglie wavelengths of atoms
at micro-Kelvin temperatures or below, the field of atom interferometry has developed
impressively [34-41]. Accelerometers, gyrometers, gravimeters, gradiometers based on
atom interferometry have been built with sensitivities that approach or overcome that
of “traditional” devices based on totally different techniques.

Along the same line of ideas, cold atoms have been used for the measurement of
the fine structure constant o with an uncertainty in the 107% range [42,43]. These
measurements are based on the following expression:

2 QROO Mat h
& Me Mag ’

(1) a

where R, is the Rydberg constant, ¢ the speed of light, A the Planck constant and m,
and m,; the electron and atomic mass, respectively. Ro and m,i/m. are known with
great accuracy and the goal of the measurements is to determine h/m,; [44]. This is
done by coherently transferring the momentum of photons to cold atoms by repeating N
absorption-stimulated emission cycles. The final atom velocity differs from the initial one
by 2NHhk/ma,, where k is the photons’ wavevector. Since the latter can be determined
from a frequency measurement (using the Doppler effect) and therefore be known with
great accuracy, the measurement of this velocity difference in turn yields A/m.;, which
is the desired quantity for the determination of «.

We will not develop in the following all these experiments and will restrict this de-
tailed description to atomic clocks. The whole subject would require a dedicated book.
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Fig. 1. — Schematic view of an atomic fountain.

Nevertheless, the reader can find in the references given above the relevant information.
We would just like to stress here the deep similarities in the operation of these devices,
that are comparable to atomic clocks using cold atoms.

2. — Description of atomic fountains

A schematic view describing the operation of an atomic fountain is shown in fig. 1.
The device operates sequentially: each cycle of the clock starts by a phase during which
the atoms are prepared, followed by an interrogation phase where the clock transition is
probed. The effect of this interrogation is detected at the end of the cycle. The collected
information is then used to lock the frequency of the oscillator used to probe the atoms
to the atomic frequency.

2'1. Atomic preparation. — The preparation phase aims at preparing both the external
and internal degrees of freedom of the atoms. Using the strong Ds transition (the energy
levels of Cs are shown in fig. 2) and standard laser cooling techniques [47], atoms are
first captured from a vapor or an atomic beam and cooled down to a temperature in
the puK range [48]. In modern fountains, this process is extremely efficient and up to
~ 10° atoms are captured in about one hundred milliseconds [5]. The cloud of cold
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Fig. 2. — Energy levels of Cs used in an atomic fountain. Note that fountains using 3“Rb
atoms have been and are being operated [45,46,5]. The energy levels of Rb exhibit a similar
structure [10].

atoms is then launched upwards at a typical velocity of 3-4m/s. This is achieved while
cooling further the atoms down to a temperature of about 1 uK with the moving molasses
technique: by adjusting the relative frequency of the laser beams and making use of the
Doppler effect, one creates the usual optical molasses configuration but in a frame that
is moving upwards at the desired velocity in the laboratory frame [3].

Once they have been launched atoms are spread among the various Zeeman states
of the upper hyperfine ground state (|F' = 4) in the case of Cs, see fig. 2). In order
to cancel the first-order sensitivity to magnetic field, only the |m = 0) Zeeman state is
used for the clock transition and atoms populating the [m # 0) states are removed from
the atomic cloud. The atoms cross a first microwave cavity in which |m = 0) atoms
are selectively transferred to |F' = 3) (see fig. 1). A laser beam located above this first
cavity and tuned to the |F = 4) — |F’ = 5) component of the Dy line then blasts away
atoms remaining in |F' = 4) after crossing the cavity. One is therefore left with atoms in
|m = 0) that have been shelved in |F = 3) and are not affected by this laser beam. This
internal state selection method proves extremely efficient. In practice, the state prepared
with this technique is pure to within 1073, limited by a residual optical pumping by the
pushing beam of |F' = 4) atoms down to the |F' = 3) level. In addition, as will be seen in
subsect. 32, this state selection technique can be used to vary the atomic density in an
extremely well controlled way, allowing an accurate measurement of the frequency shift
due to the collisions between the cold atoms.
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Fig. 3. — Experimental atomic resonance in a fountain (from [5]). Plotted is the transition
probability from one clock state to the other as a function of the detuning of the microwave
with respect to the atomic resonance. The inset is a zoom on the central fringe which is used a
frequency discriminator to lock the microwave frequency to the atoms.

2°2. Clock transition interrogation. — Atoms in |F = 3, m = 0) then follow their free
fall trajectory in the clock apparatus. The clock transition is then interrogated: atoms
cross twice the interrogation cavity, once on their way up, once on their way down. At
each passage through the cavity, they undergo a microwave pulse which couples states
|F'=3,m =0) and |F' = 4, m = 0). This two-pulse interrogation scheme is known as the
Ramsey scheme [49-51,10]. It can be viewed as an atom interferometer: the first pulse
creates a coherent superposition of both clock states with equal weights. After a drift
time T (which corresponds to the free flight of the atoms above the cavity), the effect
of the second pulse is to compare the phase of the atomic coherence to the phase of the
microwave field inside the cavity: since the atomic coherence evolves at the transition
frequency, this relative phase is proportional to the microwave detuning with respect to
the atomic resonance and to the duration T' of the above-cavity free flight phase. If the
phase difference is a multiple of 27, the interference is constructive and the transfer to
state |F' = 4) is total. If, on the other hand, the phase difference is an odd multiple of =
((2p 4 1)), the interference is destructive and atoms end-up in |F' = 3). The transition
probability from |F = 3) to |F = 4) therefore behaves sinusoidally as a function of the
microwave detuning, as shown in fig. 3 in which an experimental atomic resonance signal



METROLOGY WITH COLD ATOMS 269

is plotted. The full-width at half maximum of fringe is 1/2T, i.e. typically 1Hz in an
atomic fountain. The central fringe of the pattern is zoomed in the inset of fig. 3. It is
the frequency discriminator used for locking the microwave frequency to the atoms.

2'3. Detection. — Finally, the atomic internal state is measured after the interrogation.
The measurement is performed by laser induced fluorescence. Atoms cross a first laser
beam resonant to |F = 4) — |F" = 5): atoms in |F = 4) scatter about 10* photons before
being blasted away by the laser beam. Remaining atoms (in |F = 3)) then cross a second
beam located below the first one and that repumps them to |F = 4). They finally cross
a third beam similar to the first one. By collecting the fluorescence induced by the first
and third beams, one has access to the relative population of both |F' = 4) and |F = 3)
states and therefore to the transition probability from one state to the other induced
by the microwave interrogation. This detection scheme can be extremely efficient: by
detecting both |F = 4) and |F = 3) atoms, the measurement is insensitive on the atom
number fluctuations. Detection beams 1 and 3 can be issued from the same laser source,
allowing for a common mode rejection of most of the noise sources due to the residual
frequency or amplitude fluctuations of this laser. Finally, with a large number of detected
photons per atom, the signal is large enough so that both the detector noise(?) and the
photon shot noise are made negligible. The quantum efficiency of the measurement is 1
for atom numbers larger than 10* [52]. In a well-designed fountain, typically 10° atoms
contribute to the signal.

2'4. Operation of the fountain clock. — The operation of the fountain consists in the
repetition of the above-described cycle. At each cycle the frequency of the oscillator
probing the clock transition is changed:

(2) V() = vl (t) + vy,

with v/ (t) the oscillator’s free-running frequency and v¢ the frequency correction at cycle
n. It is given by

3) =i U (§ 4R - ).

Here A = 1/2T is the width of the central fringe of the resonance pattern (full width
at half maximum, see fig. 3) and P, is the transition probability measured at cycle n.
The frequency modification from one cycle to the next one contains two terms: one
(the A term) that is used to alternately probe both sides of the resonance, the other
(K(Py—1 — P,_2)) being a frequency correction such that the frequency of the oscillator
is locked to the atomic frequency. K is a gain coefficient chosen so as to optimize the servo
loop. The typical time constant of the loop is a few cycles of the fountain operation.

(2) In practice a simple low noise photodiode is used.
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Fig. 4. — Left: atomic-fountain laser system. Right: clock tube.

Note that the loop given by eq. (3) contains a first-order integrator with a gain that
keeps increasing for longer and longer averaging times [10]. More sophisticated transfer
functions can be used but the simple loop described here is sufficient if a good enough
local oscillator is used: this is the case with state-of-the-art quartz oscillators. Finally,
photographs of the fountain main parts are shown in fig 4.

3. — Performances of fountains

Two concepts are usually used to characterize the performance of an atomic clock: its
frequency stability and its frequency accuracy [10]. The stability reflects the frequency
fluctuations (or frequency noise) of the clock, while the accuracy is its ability to faithfully
reproduce the atomic frequency. The instantaneous frequency v(t) of the clock can
formally be written as(?)

(4) v(t) =vo(l+e+y(t),

with vy the atomic frequency, ¢ is the fractional frequency shift of the clock with respect to
the atomic frequency, and y(t) represent the fractional frequency fluctuations of the clock
signal. The uncertainty on ¢ reflects the (in)accuracy of the clock, while the statistical
properties of y(t) reflect its frequency (in)stability.

(®) v(t) here is the frequency of the locked oscillator '(t) in eq. (2) but with the frequency
modulation removed. It can be physically generated with an additional frequency synthesizer
or more simply numerically processed by means of the computer that controls the operation of
the fountain.
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3'1. Frequency stability and quantum projection noise. — From eq. (2), it is clear that
y(t) has two contributors: one due to the noise of the free-running oscillator, the other
due to the noise of the corrections. In practice, the role of the servo-loop is precisely
such that both contributions cancel if y(t) is averaged over times much longer than the
servo time constant. This cancelation is perfect to within the measurement noise of
P,. Several sources of noise can affect this measurement like the noise of the detection
system briefly discussed in sect. 2. Historically, two sources of noise have actually been
a problem. The limitation due to the free-running oscillator frequency noise has been
a problem as long as quartz oscillator have been used for that purpose [53-55]. More
recently, with the use of cryogenic sapphire oscillators of extremely good short term
frequency stability [56], the problem has vanished [52,5,57]. The main source of noise
in fountains is the fundamental limit set by the quantum nature of the measurement, or
quantum projection noise [58, 59, 52].

When the atoms are detected, their internal state is a coherent superposition of both
clock states:

() 1) = cs|F = 3) 4 ca|F = 4).
The probability P of detecting a given atom in state |F' = 4) is given by

(6) P = (Y| Pyftp) = |eal?,

with P, = |F = 4)(F = 4| the projection operator onto state |F = 4). The outcome of
this measurement cannot be predicted with certainty (except if ¢3 or ¢4 = 0 in which case
the measurement is insensitive to the frequency of the probe oscillator) and undergoes
quantum fluctuations of variance

(7) op = (VIPE[W) — (1 Pale))?.

Since P? = P, we end up with

(8) op=+P—P2=/P(1—P).

The previous result is for the one-atom case. Of course, the noise on the transition
probability measurement averages down with a large set of atoms.

Let us assume that N atoms are detected. If these atoms are uncorrelated, the quan-
tum state of this ensemble can be written as a product state of each individual atom(*):

N

(9) |¥) = H i) with [th;) = c3|F' = 3); + ca| ' = 4);.
=1

(4) The quantum statistics of the atoms is not taken into account here. In a fountain, the phase
space density is less than 10™° and the bosonic nature of the atoms does not play any role in
the detection process.



272 P. LEMONDE

107
bu P\'\j\
G
l;)d-'
< 091 N
e at
b>a
10°L A
10 10° 10°
N

at

Fig. 5. — Frequency noise of the atomic fountain vs the number of detected atoms (from [52]).
The 1/v/Nq: dependence is a clear signature that the measurement is quantum limited. For
Nat < 2 x 10* the noise is limited by the fluorescence detectors.

The average number of atoms detected in state |F = 4) is

N
(10) Ny = (93" P7|W) with P = |F = 4);(F = 4|,
i=1
giving an average transition probability, P = Ny/N = |c4]?>. P undergoes quantum

fluctuations given by

N 2
1 i
(11) b =53 | (¥ <§ jPP) ) — N}
=1

Using P4(i)2 = 4(” and (\I!|Pf)P4(j)\\Il>i¢j = |c4]*, one ends up with

1
(12) op= VP P).

The quantum projection noise therefore exhibits a characteristic 1/ V/N dependence
which allows to easily discriminate with other sources of noise. For instance, the
limitation due to the Dick effect is independent of N, while the detection noise can scale
like 1/N (noise of the photodiodes for instance) or be independent of N (common mode
noise of the detection laser for instance). In state-of-the art fountains, the quantum
projection limit is reached for N ranging from a few 10* up to 106 as illustrated in fig. 5.

This noise on the transition probability measurement is converted to frequency noise
with a multiplication factor that is given by the slope of the atomic resonance. For a
Ramsey interaction, the slope is proportional to \/P(1 — P) so that the limitation to the
frequency stability by the quantum projection noise is independent of the choice of P or,
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Fig. 6. — Atomic-fountain frequency stability (from [5]). The square and circles correspond to
two different configurations used to measure the collisional frequency shift (see subsect. 3'2).

equivalently, of the choice of the depth of the modulation used to lock the oscillator to
the atomic resonance.

Finally, for a linewidth of 1 Hz and about 10° detected atoms, the frequency stability
of fountains is about 10~ 7=1/2 with 7 the averaging time expressed in seconds. In
fig. 6 the Allan deviation of the fountain FO2 of SYRTE compared to a cryogenic sap-
phire oscillator at that level of frequency stability is plotted [5]. In this configuration,
measurements with a fractional resolution of 10716 can be performed by averaging for
about 10* seconds which is compatible with a full accuracy evaluation of the clock at
that level.

Reducing further the noise of fountains would in principle be possible if one creates
entangled atomic states and several schemes have been proposed towards this goal [60,61].
None of them has been successfully implemented in a fountain so far. Among other
difficulties, one problem of these proposed configurations is to ensure that they do not
induce unaffordable frequency shifts.

3°2. Frequency accuracy, collisions between cold atoms. — A large number of systematic
effects can affect the accuracy of an atomic fountain. This is illustrated in table I in which
the budget of the FO2 fountain is presented.

Most of these effects are under control thanks to a careful design and realization of
the clock. They are evaluated either by varying the operating parameters of the fountain,
or by modeling the effect, or both. For instance, if one changes the microwave power
inside the interrogation cavity, one is sensitive to a possible leakage of this cavity, to the
spectral impurities of the microwave (e.g., asymmetric sidebands), to the pulling by the
other atomic transitions close to the clock transition (i.e. involving m # 0 states) which
leads to the so-called Ramsey and Rabi pulling, etc. By cross-checking the effects of
various parameters, one can disentangle all the contributors to the accuracy budget.

We will not discuss further most of these effects which have been extensively studied
in the literature. The black-body radiation shift is now well understood and controlled
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TABLE 1. — Accuracy budget of the FO2 fountain (from [5]). Note that the gravitational redshift
is not included in this accuracy budget since it is not intrinsic to the clock. This effect must be
evaluated if distant clocks are to be compared [62].

Systematic effect Frequency shift (x10'%) Uncertainty (x10'°)
Quadratic Zeeman effect 1927.3 0.3
Black-body radiation —168.2 2.5
Collisions and cavity pulling —357.5 2.0
Microwave spectral purity and leakage 0 4.3
First order Doppler effect 0 3
Ramsey and Rabi pulling 0 1
Microwave recoil 0 1.4
Second order Doppler effect 0 0.1
Collisions with background gas 0 1
Total uncertainty 6.5

at a level below 10716 [63-68]. The first order Doppler effect has also lead to interesting
discussions and is now controlled at a level close to 10716 [69,68]. Discussions on the effect
of the recoil energy due to the absorption or emission of microwave photons inside the
cavity can be found in ref. [70,71], and more general considerations about the evaluation
of fountains in ref. [12,6].

Among these systematic effects, the frequency shift due to collisions between cold
atoms has drawn a specific attention of the researchers in the field. Soon after the
construction of the first atomic fountain, it was realized that this effect could be a true
problem for the ultimate accuracy of this type of clocks [72,73]. In ref. [72] frequency
shifts due to collisions as large as 1072 have been reported. In addition to being a
key point in the accuracy evaluation of cold-atom clocks, this interest for cold collisions
was also motivated by more general ideas: cold collisions play a key role in degenerate
quantum gases and constitute a whole field of physics (see, e.g., [74]). For atomic clocks,
the difficulty with this frequency shift due to collisions comes from its dependence on the
atomic density. The frequency shift grows linearly with the density, a parameter that
is very difficult to control accurately. In a fountain, the density is inhomogeneous and
varies with time: typically, the atomic density is three times larger when the atoms enter
the interrogation cavity on their way up as compared to when they leave the cavity on
their way down. For all these reasons this frequency shift was controlled at the 10 % level
only until 2002. This lead to the development of fountains using Rb atoms, an atom for
which the frequency shift due to collisions is two orders of magnitude smaller than for
Cs [46,45].

Fortunately, in 2002, a new method was proposed that allowed to evaluate and control
the frequency shift due to collisions at a level better than one percent [75]. The method
consists in using an adiabatic microwave pulse to prepare either a sample of density
n (full adiabatic passage) or of density precisely n/2 (half adiabatic passage). The
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Fig. 7. — Principle of the adiabatic passage method: left amplitude and frequency of the mi-
crowave pulse used to perform the adiabatic passage. Right: atomic states in the uncoupled
(lines) and coupled (curves) basis.

velocity distribution of the atomic cloud is not affected by this preparation stage so
that the relative evolution of the atomic density in both cases is exactly the same. If
one alternates measurements with full adiabatic passages and measurements with half
adiabatic passages, one measures in real time the frequency shift due to collisions that is
equal to two times the frequency difference between both configurations. The principle
of operation of the technique is sketched in fig. 7: while the atoms cross the preparation
microwave cavity, a microwave pulse is applied of amplitude and detuning with respect to
the atomic resonance as sketched in fig. 7. The detuning is swept across resonance. If the
adiabaticity condition is met during this frequency and amplitude sweep, atoms initially
prepared in one of the eigenstates of the coupled Hamiltonian adiabatically follow this
eigenstate during the evolution [76,77]. In the large detuning limit (compared to the Rabi
frequency of the microwave coupling), the microwave hardly couples the internal atomic
states and the eigenstates of the total hamiltonian (atoms-+microwave) coincide with
the decoupled states. For small detunings, |F' = 3,n) and |F = 4,n — 1) are coupled,
with n the number of photons in the microwave mode. The eigenstates of the total
Hamiltonian are linear superpositions of |F' = 3,n) and |F = 4,n — 1). For symmetry
reasons, the weight of both states is equal on resonance. Remarkably, this property
holds independently of the amplitude of the field (or Rabi frequency). One then sees the
method used to prepare both samples. In both cases one starts with a cloud of atoms
prepared in |F' = 4). Inside the cavity, atoms follow the eigenstate |+) as illustrated
in fig. 7: they follow the upper branch of this graph. To prepare the sample of density
n the adiabatic pulse is terminated and all atoms exit the preparation cavity in state
|F = 3). To prepare the sample of density n/2, the adiabatic pulse is interrupted on
resonance and atoms leave the cavity in an equal weight linear superposition of states
|F' = 3) and |F = 4). A laser beams then selectively pushes away atoms in |F = 4)
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leaving an atomic sample with the desired properties. The only critical parameter in
this preparation pulse is the frequency at which the pulse is interrupted. However, this
frequency can be controlled by the fountain itself and in practice, this adiabatic passage
method operates at the 1072 level. In fact the limiting factor comes from the residual
atoms in |F' = 3,m # 0) due to imperfect repumping of the launched atoms and residual
optical pumping by the pushing beam.

With this technique it is now possible to control the collisional frequency shift in Cs
fountain at the 107!6 while maintaining a sufficiently large number of atoms to keep a
frequency stability in the low 10~ 7—1/2

Altogether, fountains now have an accuracy close to 2—3x 1071 [68]. It seems however
extremely difficult to go well beyond. First this would require a better frequency stability
than presently achieved. Evaluating all the systematics effects at a level of 10717 seems
unrealistic with a frequency noise higher than a few 107'% 771/2, Reaching this level with
fountains would require to increase the atoms number by roughly one order of magnitude,
up to conditions where the collisional frequency shift would again be a problem. This
problem seems tractable if one uses Rb atoms instead of Cs. Unfortunately, this would
not be the only problem: first-order Doppler effect (or equivalently shift due to residual
phase gradients inside the cavity), effect of microwave leakage, etc... seems untractable
at that level. Many of these effects, which are controlled today at a level that corresponds
to 1075 of the width of the atomic resonance, are reduced when the atomic resonance
width is decreased. Although this seems difficult with fountains (for which the resonance
width scales only as 1/v/H with H the height of the fountain), this is clearly feasible
by using atomic transitions of much higher frequency: optical transitions. For the same
experimental linewidth, the fractional width of an optical transition is four to five orders
of magnitude smaller than its microwave counterpart.

range.

4. — Beyond fountains

Optical frequency standards clearly appear as the future of the field. As said above,
the possibility to significantly increase the atomic quality factors of the transitions (or
equivalently reduce the fractional width of the resonance) is a strong motivation. This
possibility has been foreseen decades ago and developed as a whole field of research (see,
e.g., ref. [19] or [78]). Historically, the field has developed along three lines addressing
different problems. The first one is the quantum reference itself and will be rapidly
discussed in this section. The second one is the laser used to probe the clock transition.
With ever improving performances, optical atomic atomic clocks have been more and
more demanding in terms of spectral purity of the probe oscillator. The best probe lasers
now have a frequency stability below 10715 for a one second averaging time [79-81]. Still,
a two or three orders of magnitude improvement would be required in order to reach
the quantum limit with neutral atom optical frequency standards operated in optimal
conditions [82]. The third line of research has aimed at the measurement of optical
frequencies. In the absence of fast enough electronics that would allow to compare
optical clocks with each other or with their RF counterpart, optical frequency chains
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have been built over the last three decades [83-86]. This field has culminated with the
advent of frequency chains based on femto-second frequency combs that have essentially
solved the problem [87].

4°1. Optical clocks with neutral atoms in free fall. — Optical clocks with neutral atoms
in free fall are the direct “optical versions” of atomic fountains. Their development
started with the advent of laser cooling techniques [88]. Rapidly, alkaline-earth atoms
were identified as possible candidates for this type of experiments due to their energy
level configuration: they possess a broad transition connecting the ground state 'Sy to
the excited state ! P; for laser cooling. They also have narrow intercombination lines to
be used as clock transitions. Experiments with Ca at PTB and NIST [21], Sr at JILA [89]
and Mg at university of Hannover and Copenhagen [90,91] have been carried out leading
to accuracies better than 10~ for Ca and Sr [92,93,89]. Other atoms with two-photon
transitions have also been investigated for optical frequency standards with free falling
atoms, like H [94] at MPQ or Ag and MPQ and INM [95,96].

One of the difficulties of this type of clocks is the control of the residual first-order
Doppler effect. In fractional units, this effect is independent of the frequency of the atomic
transition. It is already one of the limitations of microwave fountains (see sect. 3) and
turns out to be more difficult to control for an optical clock [21]. Most of the experiments
with neutrals in free fall have now been either redesigned to operate with trapped atoms
(see below) or modified for other experiments of physics (e.g., study of cold collisions [97])
or with the goal to build embarkable devices [98].

An efficient method to circumvent the Doppler effect problem is to use atoms confined
to the Lamb-Dicke regime [99]: if the atomic motion is restricted to an area of typical
dimensions smaller than the clock wavelength, the Doppler effect vanishes. The problem
is then to confine atoms without inducing deleterious frequency shifts of the clock tran-
sition. This can be easily done with ions thanks to their external charge that allows very
efficient trapping with fields that are small enough to not significantly alter the internal
structure of the ion [11].

4'2. Optical clocks with trapped ions. — Due to this cancelation of the first-order
Doppler effect, trapped ions have been investigated for more than thirty years as possible
candidates for optical frequency standards. In most cases the choice of the ion has been
guided by the possibility to have an accessible laser cooling transition together with
a narrow clock transition. Yb™ and Sr™ have been studied and evaluated down to a
level approaching the accuracy of microwave fountains, at PTB [23], NPL [20, 100] and
NRC [22]. At NIST this approach has been pushed one step further and an accuracy
below 10716 has been reported with a single Hgt clock [24]. The same laboratory has
demonstrated the possibility to use two separate ions in the same device, one clock ion
and one cooling and read-out ion: one uses quantum logic techniques to couple both
ions [101]. The decisive feature of this approach is that it vastly opens the ensemble
of possible ions for a clock. Indeed, most ions with interesting clock transition and
metrological properties cannot be directly laser cooled either because of the absence of
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available cycling transitions, or because their possible cooling wavelength is in a spectral
region out of reach of current laser technology. One can now choose an ion that is
“optimal” with respect to spectroscopy (AlT in the case of [101]) on the one side and
another ion that is simple to laser cool and probe on the other side (Be' in [101]).

The major drawback of trapped ion clocks is the fact that the number of quantum
references is in practice limited to one (or at most a few units). If one tries to use a large
number of ions, the Coulomb interaction between the ions leads to a large frequency shift.
The major consequence is that the quantum limit to the frequency stability is orders of
magnitude better in the case of optical clocks with atoms.

4°3. Optical clocks with trapped neutral atoms. — The difficulty with neutral atoms is
that the absence of external charge imposes large trapping fields to confine the atoms.
This necessarily shifts the atomic levels. To give an order of magnitude, compensating
gravity with a laser trap requires shifts of typically 10 kHz [102], i.e. of the order of 10711
of an optical frequency. If one aims at a ultimate accuracy of 10717-10718 the shift
should be controlled at the 1076-10~7 level. This is at first sight very difficult because
generally speaking this shift depends on the laser power and polarization, two parameters
for which metrology is far from the required level. In 2003, a configuration has been
proposed that in principle solves this problem [29]. If one uses a clock transition involving
atomic states with a total electronic angular momentum J = 0 and a laser trap of well-
chosen wavelength /frequency, it can be shown that the clock transition can be unaffected
by the trap, for any laser power and polarization. This idea is extremely attractive since
it in principle allows to combine the advantages of trapped ion clocks and of clocks using
neutral atoms in free fall. Very rapid progress has been made along this new idea that
demonstrated the validity of this new idea [103, 31,26, 32,33] and lead to measurements
that progressively approached the accuracy of atomic fountains [30,31,25,27,104]. This
scheme is applicable to alkaline-earth atoms (Mg, Ca, Sr) or atoms with similar structure
like Yb or Hg [105,106].

5. — Applications and prospects

Cold atoms have allowed a dramatic improvement of atomic clocks. In about 15 year
of existence, atomic fountains have improved in such a way that their accuracy now
reaches the low 10~'6 range. This is 2 orders of magnitude better when compared to the
previous generation of atomic clocks, using thermal beam of Cs atoms [10]. Fountains
are now close to their ultimate performance: they operate with a frequency noise that
is fundamentally limited by the quantum nature of the measurement and all frequency
shifts are controlled at a level that is about 107° of the width of the atomic resonance.
We have discussed briefly how it seems possible to go further by increasing the transition
frequency up to optical frequencies. In a few years time frame, stabilities and accuracies
at the 10718 level are anticipated. Still, with the present level of performance, very
interesting tests of fundamental physics can be performed.
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51. Cold atom clocks in space. — The first set of experiments can be performed
by flying a cold atom clock in a spacecraft. A project lead of the European Agency,
ACES(®), has as a primary objective the goal to fly a cold atom clock in space [107].
The clock itself is being built by the French space agency, CNES, and the operation of
the clock engineering model has been recently successfully demonstrated [108]. With a
space clock of 10716 accuracy, a new test of the gravitational red shift will be performed
with a ppm uncertainty. This system will also allow clock comparisons at the global
scale with 10716 accuracy or better allowing for instance a direct mapping of the earth
gravitational field by means of the gravitational redshift with a resolution corresponding
to 1 meter of elevation. These comparisons will be a key element for the test of the
stability of fundamental constants described below. Second-generation experiments with
optical frequency standards are also already being investigated [109].

5'2. Fundamental physics. — A large variety of fundamental tests can be performed
with cold-atom clocks. For instance an improved test of Lorentz invariance has been
performed by looking for a possible asymmetry of the first-order Zeeman effect [110].
Another example is a test of the stability of fundamental constants by the repeated
comparison of clocks using different atoms or molecules. The central idea is that the
frequency of each atomic or molecular transition specifically depends on fundamental
constants like the fine-structure constant or the mass ratio of elementary particles [111-
113]. Consequently, a variation of these “constants” (which would violate the equivalence
principle) can be detected by the comparison of clocks based on different transitions. A
first test involving Rb and Cs fountains started in the late 90’s with a frequency resolution
of about 10~ per year [114]. With the progress of fountains and longer averaging time
an improvement of this test by more than an order of magnitude is anticipated. With
the advent of optical clocks, more and more different types of transitions involving an
increasing number of different atoms will further enrich this test. A first step towards this
goal involved clocks with an accuracy of about 107 [115-117]. This test will certainly
be improved by several orders of magnitude.
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Atomic frequency standards, properties
and applications

A. BaucH

Physikalisch-Technische Bundesanstalt - Braunschweig, Germany

1. — Introduction

Among all the standards used to implement the units of the International System
of Units (SI) [1], atomic frequency standards have the best characteristics in terms of
accuracy, precision and repeatability. This is due to the fact that the frequency of the
standard’s output signal is derived from an inherent property of free atoms. In the logic
of this approach, all standards using the same atomic species should in principle deliver
the same frequency. This is, admittedly, not the case since the technical capabilities
to transfer atomic properties to that of macroscopic electric circuits are limited. The
estimated deviation of the standard’s frequency from its nominal value is expressed as
the standard’s uncertainty. Relative uncertainties approach one part in 10'¢ in these days
for the most advanced devices. These “very best” standards are, however, not the main
subject of this contribution. Instead, I wish to give a review of the function and properties
of such atomic frequency standards (AFS) which are available as commercial products
and thus are the basis for wide applications. My paper comes in the tradition of previous
contributions at these Summer Schools during which in the past in particular Claude
Audoin and Jacques Vanier have introduced this subject. They have later provided very
detailed textbooks [2,3] on the subject which can be recommended for further reading
and for understanding many details which I have to skip in this contribution.

The accurate measurement of time and frequency is vital to the success of many fields
of science and technology. Examples from atomic physics are atom-photon interactions,
atomic collisions, and atomic interactions with static and dynamic electromagnetic fields.
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Geodesy, radio-astronomy (very long baseline interferometry), and millisecond-pulsar
timing rely strongly on the local availability of stable frequency standards and access to
global uniform timescales. The same is true for the operation of satellite-based navigation
systems. However, more common place applications, such as management of electric
power networks and telecommunication networks, also require synchronization of local
timing sources or syntonization of locally maintained frequency sources with national or
international standards. Strictly speaking, synchronization (greek, xpovoo, time) of two
clocks means setting the reading of one clock to that of the other, whereas syntonization
(latin tonus...) means equalizing the rate between the two clocks. It is common practice
to speak of synchronization even if this is not strictly correct. In almost all these fields
AFS have played an important role since decades. Today, ten thousand rubidium AFS
have been installed, several hundred commercial caesium atomic clocks are used in timing
laboratories and in military and scientific institutes, and the number of hydrogen masers
in operation surely exceeds one hundred.

A brief discussion of principles, operation and characterization of an AFS is given
subsequently, followed by the description of the function of a caesium AFS. This sect. 3
contains the essence of an earlier paper [4]. Section 4 contains a quick glance at the
development of primary clocks, fountain clocks and optical frequency standards. The
latter are subject of separate contributions in these Proceedings. In sect. 5 I give a cur-
sory overview of the function and performance of hydrogen masers, rubidium AFS, and
modern gas cell AFS. Details can be found in various textbooks [2,3,5-7]. Some room
is left in sect. 6 for dealing with applications. I will report on the use of AFS for the
realization of International Atomic Time (TAI), in the European satellite navigation sys-
tem Galileo, in sychronization of power networks, and in the quest whether fundamental
constants are really constant. It is this wide spread of ambitions and requirements on
accuracy, stability and reliability that makes the subject AFS so fascinating. I hope I
can communicate this fascination to the reader.

2. — Atomic frequency standards: principle of operation and characterization
of their performance

It is commonly assumed that atomic properties such as energy differences between
atomic eigenstates and thus atomic transition frequencies are natural constants and do
not depend on space and time (apart from relativistic effects). They are determined by
fundamental constants which describe the interaction of elementary particles. A tran-
sition between two eigenstates differing in energy by AFE is accompanied by absorption
or emission of electromagnetic radiation of frequency fo = AE/h (h: Planck constant).
The principle of operation of a passive AFS is illustrated in fig. 1 (left): A signal at a
probing frequency f, is used to interrogate the atomic resonator and the response of the
latter is used to steer the quartz oscillator. In contrast, an active AFS, realized in the
central part of an active hydrogen maser, emits radiation which is detected and which
then steers a built-in electrical oscillator (fig. 1, right).
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Fig. 1. — Schematic representation of a passive (left) and an active frequency standard (right);
fo characterizes the probing signal, f; the output signal, Ip is the signal carrying the primary
information from the atoms, and Ug is the control voltage to the quartz.

In general, the choice of the particular atomic transition to be used in an AFS is
directed by certain requirements. These requirements refer to stability and accuracy,
properties which will be discussed subsequently, but also practical constraints regarding
the ease of manufacture, operation, maintenance, and the reliability. To begin with,
consider the requirement to minimize random fluctuations of the output signal. This can
be fulfilled if

I) the line width T" of the resonance is small (I" is expressed as angular frequency
throughout the text);

IT) the atomic resonance is observed with a high signal-to-noise ratio; this requires

III) that the interaction time 7; of the atomic absorber with the probing radiation is
long;

IV) that (for passive AFS) sources of probing radiation exist which deliver a spectrally
narrow radiation so that no technical broadening of the observed resonance curve
occurs.

If the first three criteria are fulfilled, in principle a narrow atomic resonance can be
observed. Consider atoms being irradiated with a monochromatic radiation of frequency
fp during a time interval T;. If T' is sufficiently small, I'/(27) < 1/T;, the observed line
shape resembles the squared Fourier transform of the truncated sinusoidal waveform, and
has a full width at half-maximum (FWHM) of approximately 1/7;. In case of the active
maser, I11) translates into the need of a long undisturbed build-up of atomic coherence
(see subsect. 5°2).
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The second requirement is to minimize systematic shifts of the realized output fre-
quency f, from that of unperturbed atoms, which translates into

V) The energy difference of the atomic eigenstates should be insensitive to electric and
magnetic fields.

VI) The velocity v of the probed atoms should be low.

I will come back to these requirements several times in the following. Now I briefly
discuss the standard measures for the characterization of AFS in general. The term
frequency instability describes the stochastic or environmentally induced fluctuations of
the output frequency of a standard. The frequency instability can be expressed in the
time domain as a function of the measurement time 7 (averaging time) or in the frequency
domain by the power spectral density. A review of the measures is included in [8,9]. Here
I only introduce a widely accepted measure in the time domain for characterization of
AFS output signals. It handles normalized frequency differences y(7) of the realized
frequency from its nominal value or from a suitable reference, averaged over 7. The
two-sample standard deviation o, (7), introduced by Allan [10], calculated according to

K-1 1/2
(1) oy(T) = {Z (i1 (1) —5i(7)* /(2K — 2)} ;

i=1

is a useful measure of the relative frequency instability for an averaging time 7 during
the total measurement time K x 7, as long as K > 10 is valid. In a double logarithmic
plot of o, (7) vs. T one can discriminate among some of the causes of instability in the
clock signal because they lead to different slopes. If shot-noise of the detected atoms
is the dominating noise source, the frequency noise is white and o,(7) decreases like
7712 In this case o, (1) agrees with the classical standard deviation of the sample.
Typically, however, one notices long-term effects due to colored noise processes which
indicate that the parameters defining f, are not sufficiently well controlled. The classical
standard deviation would diverge with increasing 7 in such a case whereas o, (7) remains
bounded. The slope in the log-log plot then changes to zero or even becomes positive.
I will show examples for such behavior in the sections dealing with the various types of
atomic frequency standards.

The observed o,(7) can be related with operational parameters of a passive AFS
through the expression

__n !
(2) Uy(T) - Q % (S/N) X T/S'

In eq. (2),  is a numerical factor of the order of unity, depending on the shape of the
resonance line and of the method of frequency modulation to determine the line center.
Q@ is the line quality factor (transition frequency/FWHM), and S/N is the signal-to-
noise ratio for a 1 Hz detection bandwidth. Equation (2) reflects the requirements I)-IV)
introduced before.
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The term accuracy is generally used to express the agreement between the clock’s
output frequency and its nominal value conforming with the SI second definition. The
manufacturers of commercial AFS state the accuracy as a range of clock frequencies to be
expected, but usually without giving details about the causes of potential frequency de-
viations. A detailed uncertainty estimate deals with the quantitative knowledge of all ef-
fects which may entail that the output of the AFS does not reflect the transition frequency
of unperturbed atoms. Such estimates are made for primary clocks, and examples of
uncertainty budgets are given in subsect. 4'2. Given the lack of knowledge of the involved
experimental parameters or the underlying mechanism, one estimates the uncertainty u
due to individual effects. General rules how to do this can be found in an ISO Guide [11].

3. — Caesium clocks, classical and optically pumped

3'1. Caesium clocks with magnetic selection. — Already in the early 1950s, the element
caesium was identified as a very suitable candidate to fulfill many of the above-mentioned
requirements. The isotope '33Cs which, favorably, is the only stable isotope of this
element has a nuclear spin of 7/2 and its ground state consists of two hyperfine level
manifolds, designated by F, = 3 and F,; = 4. The indices g and e are used to distinguish
ground-state from excited-state energy sublevels. The ground-state manifolds comprise
7 and 9 Zeeman sublevels, respectively, as shown in fig. 2 as a function of the magnetic
induction B. The energy levels relevant for discussion of optical pumping on the Dy line
are depicted in the right part of fig. 2.

The definition of the second [1] reads “The second is the duration of 9 192 631 770
periods of the radiation corresponding to the transition between the two hyperfine levels of
the ground state” and thus defines, in other words, that the reference transition between
the Fy, = 4 and F, = 3 hyperfine ground-state energy levels occurs at a frequency
of fo =9 192 631 770 Hz. This definition must be understood as valid in an idealized
environment with atoms at rest, without external fields present, and without disturbances
due to the interaction process itself. Later I will discuss deviations from this conditions
leading to the uncertainty with which the second can be realized with practical devices.

It was very important, particularly in the earlier days when the laser was still
unknown, that magnetic selection of caesium atoms in the different hyperfine states was
possible, and that, at the same time, efficient detecti