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ABSTRACT
We have developed a noise-optimized ultrastable low-noise current amplifier (ULCA) aimed at reducing the uncertainty at low
currents. It involves a thin-film resistor network with 6.75 GΩ at the high-ohmic path which reduces the noise level to 1.6 fA/

√
Hz.

Noise investigations as well as short-term and long-term stability studies were carried out. The stability of the input current gain
was measured using a cryogenic current comparator at ±6.1 nA. Methods for investigating the measurement accuracy at low
input currents of about 100 pA at a level of below one part in 107 are introduced and experimentally verified. The performance of
the noise-optimized ULCA is compared with that of the standard variant introduced in 2014. It is shown that the reduced noise
floor is achieved without impairing the stability of the transresistance.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5078572

I. INTRODUCTION

In various fields of research and also industry, for example
in dosimetry, the interest in the metrology of electric cur-
rents in the femtoampere to nanoampere range is increas-
ing.1 Therefore, pushing the sensitivity and accuracy limits of
related small-current instrumentation (meters and sources) is
highly relevant. Regarding instrument calibrations in general,
the demands on the calibration uncertainties and intervals
depend on the accuracy required for the particular applica-
tion. The ultimate challenge is found in the research field of
single-electron pumps (SEPs). Typically, SEP-generated cur-
rents are of the order of 100 pA, and uncertainties of 0.1
parts per million (ppm) or below are demanded.2,3 Until 2014,
achieving such a low current measurement uncertainty was
not possible, neither with commercial equipment nor with
special metrological setups.4,5 This lack gave rise to a new
type of small-current meter, the ultrastable low-noise cur-
rent amplifier (ULCA).6,7 This instrument not only enables the
highest current measurement performance, but also is very
versatile and allows the generation of small currents with

high accuracy. Thanks to its excellent measurement accuracy,
the ULCA provides sufficient stability for performing a future
quantum metrological triangle experiment with SEP.8

In the past years, the ULCA demonstrated its performance
in several low-current applications. For example, it enabled
the measurement of SEP generated currents of about 100
pA with uncertainties down to 0.16 µA/A9 (all uncertainties
quoted in this paper are standard uncertainties, with cover-
age factor k = 1). In 2015, it was used as a travelling standard
confirming sub-ppm consistency in the current measurement
capabilities of three National Metrology Institutes (NMIs).10

Recently, an inter-laboratory comparison between NPL and
PTB was conducted, in which consistency at the level of 0.2
µΩ/Ωwas reached, thanks to improved calibration capabilities
at NPL.11 Furthermore, a study was presented in which sev-
eral commercial picoammeters were calibrated with the ULCA
as a calibrator current source in the range of 1 fA–1 µA, again
confirming the ULCAs superior performance.12

Generally, for measurements limited in uncertainty by the
presence of white noise, the statistical (Type A) uncertainty is
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proportional to the rms noise level divided by the square root
of the measurement time. Hence, a reduction of the rms noise
by a factor x reduces the measurement time that is required
to achieve the same uncertainty by a factor of x2. There-
fore, the development of an ULCA tailored for improved mea-
surement uncertainty at low currents (100 pA and less) was
based on the maximum reduction of the instrument’s noise
level achieved without impairing the stability of the gain fac-
tor (transresistance). The noise optimization of the new ULCA
and a comparison with previous variants6,13 are discussed in
Sec. II. Stability measurements (short-term as well as long-
term) obtained with a cryogenic current comparator (CCC) are
shown in Sec. III. Methods for evaluating the accuracy at small
currents are presented in Sec. IV, together with measurement
results obtained with the new ULCA. A short conclusion is
given in Sec. V.

II. NOISE OPTIMIZATION
To obtain the highest levels of accuracy, ULCA instru-

ments are designed as a two-stage amplifier (current-to-
voltage converter).6 The first stage provides a current ampli-
fication by a factor of GI and the second stage pro-
vides a current-to-voltage-conversion via a resistance RIV .
Both stages are individually calibrated, typically using CCC
setups.6,11 The total transresistance ATR of the ULCA is given
by the product of GI and RIV .

The current amplification in the first stage is realized
by using a resistor network. This network consists of several
thousand individual chip resistors forming a high-ohmic and a
low-ohmic path with the resistance ratio of GI. As described
in Ref. 13, the amplifier noise is dominated by thermal noise
in the resistance R of the high-ohmic path of the network.
For the standard variant of the ULCA in Ref. 6, R = 3 GΩ, is
formed by a series connection of 2 MΩ thin-film chip resis-
tors (0805 size = 2 mm × 1.25 mm14). This results in a noise
floor of 2.4 fA/

√
Hz, including a small contribution of the input

amplifier.

To further reduce the noise level, a higher resistance R
is necessary. This can be achieved by increasing the resis-
tance of the chip resistors and/or connecting more resistors
in series. Obviously, chip resistors with higher resistance val-
ues are easier to implement rather than enabling an increase in
number, as this requires a redesign of the network. However,
at the time of development, 2 MΩ was the highest available
value for resistors in thin-film technology and in 0805 package
size. Higher resistance values in this size were only available
in thick-film technology, but are not useable here for reasons
of stability. Therefore, we redesigned the resistor board to
increase the number of resistors from about 3000 to 4000.
The additional 1000 resistors were placed on the high ohmic
path to get a series-connection of 2500 resistors. With 2 MΩ
per resistor, this results in a total resistance R = 5 GΩ. Addi-
tionally, after the redesign of the network board, new high-
ohmic 2.7 MΩ thin-film chip resistors became available on
the market. Both improvements result in a resistance network
with R = 6.75 GΩ and a corresponding amplifier noise floor

of 1.6 fA/
√

Hz. The current gain (GI = 1000) and the output
transresistance (RIV = 1 MΩ) remain unchanged.

Figure 1 shows the noise comparison of the standard
ULCA10 with R = 3 GΩ (units U0006 and U0007) as well as the
new noise-optimized variant with R = 6.75 GΩ (units U0020
and U0033). Each measurement was performed with a cover
cap mounted at the input to avoid electromagnetic pickup. In
panel (a) the spectral densities are depicted from 0.1 mHz to
5 Hz. Panel (b) shows the corresponding Allan deviation plots
for sampling times τ between 10 s and 105 s. Fit approximations
for white noise and 1/f noise are shown by red dashed lines.
They are determined according to the data analysis described
in Sec. III of Ref. 13. As expected, the white noise level of the

noise-optimized variant is a factor of
√

6.75 GΩ/ 3 GΩ = 1.5
lower than the standard variant. In practice, this reduces the
measurement time at low currents by up to a factor of 2. Note
that the standard and noise-optimized variants have nearly
equal 1/f corner frequencies. As will be shown later, regard-
less of the noise level, both ULCA variants exhibit the same
stability and accuracy level.

FIG. 1. Noise comparison of three ULCA variants: standard (U0006 and U0007),
noise-optimized (U0020 and U0033), and low-bias (U0013). (a) Spectral density,
(b) Allan deviation. U0013 shows the lowest noise floor thanks to a thick-film resis-
tor network with R = 185 GΩ, but its stability is about a factor of 100 worse
compared to the other two variants. Red dashed lines show approximations for
white and 1/f noise.
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The lowest ULCA noise level achieved so far was obtained
with the low-bias variant being equipped with a thick-film
resistor network of R = 185 GΩ.13 For comparison, the noise
level of a low-bias unit (U0013) is also depicted in Fig. 1. It
reaches 0.4 fA/

√
Hz with an extremely low 1/f corner of about

30 µHz. However, in terms of accuracy and stability, it is about
two orders of magnitude worse than the other two variants
due to the thick-film technology used for the resistor network.
Therefore, this variant will not be discussed in the remainder
of this article.

III. CCC-BASED STABILITY EVALUATION
To minimize the calibration uncertainty, the input and

output stages of an ULCA are separately calibrated with a
CCC.6 At PTB, the 14-bit CCC15 is routinely used which is
equipped with 14 windings having numbers of turns ranging
from 20 to 213. Together with 5 additional windings, in total
18 276 turns are accessible at the room temperature inter-
face.16 For the input stage calibration, relatively large cali-
bration currents are applied to improve the signal to noise
ratio. The limit is set by the input stage voltage range of
±44 V divided by the resistance R. Hence, the input stage of
the noise-optimized variant is calibrated with a lower current
(±6.1 nA instead of ±13 nA according to the resistance ratio
3 GΩ/6.75 GΩ). This increases the calibration uncertainty of
GI from 0.01 µA/A to 0.02 µA/A. The calibration uncertainty
of the output stage is 0.01 µΩ/Ω for both variants, since the
output stages are of identical design and the same calibration
current of ±0.5 µA is used.

The “±” indicates periodic reversal of the current during
calibration. This is common practice for precise dc measure-
ments to suppress low-frequency noise and offset. For the
analysis of the corresponding measurement data in this paper,
the full signal amplitude (i.e., the difference between the out-
put levels at both current polarities) is considered. To deter-
mine the amplitude from the raw data, a standard algorithm is
used which calculates a measurement point out of three signal
“plateaus,” corresponding to the adjacent −/+/− sequences
of the data. A detailed description can be found in the sup-
plementary of Ref. 17. For instance, the second half of the
first plateau, the complete second plateau, and the first half
of the third plateau (and repeated for the whole sequence of
data) can be used for this kind of analysis. To suppress settling
effects, the corresponding transient data after each current
reversal are removed.

Using the 14-bit CCC and the above described analysis
method, short-term stability observations were carried out,
i.e., gain fluctuations were measured over a period of about
two weeks. In terms of stability, the input stage (GI) is more
critical than the output stage due to the high resistance R and
the correspondingly low current levels (the current level at the
output stage is a factor of 1000 larger and hence a resistor
technology yielding superior stability is applied). Therefore,
the input stages of two ULCA variants were investigated: the
standard variant U0005 with R = 3 GΩ and the noise-optimized
variant U0033 containing the new resistor network with

R = 6.75 GΩ. The 14-bit CCC can be operated in the battery-
powered mode for up to about a day. This is more than suf-
ficient for the ULCA calibration, which has a duration of 100
min, but not enough to make a statement about short-term
fluctuations. Consequently, mains operation was used for the
stability measurement depicted in Fig. 2. The measurement
period was about two weeks for both ULCAs. Each data point
was taken over an integration time of τ = 6000 s which equals
the duration of a regular calibration. The level of the fluctua-
tions is in the order of one part in 107. As expected from the
difference in the measurement currents, U0033 shows larger
fluctuations than U0005.

The relative changes ∆GI/GI in Fig. 2 refer to a regu-
lar calibration (i.e., with the battery mode) performed prior
to the measurement. It was observed that activating the
charging shifted the value of ∆GI/GI by about −50 nA/A or
−100 nA/A for U0005 or U0033, respectively. This is pre-
sumably caused by electromagnetic interference produced
by the battery chargers leading to noise rectification in the
superconducting quantum interference device (SQUID).16 The
uncertainty budget of the calibration assumes a uniformly
distributed error flux of ±0.5 µΦ0, where Φ0 is the flux
quantum.18 This value was deduced from the nonlinearity
measurements in Ref. 16 and implies an error current within
about ±350 aA for the 16 000 turns of the CCC winding con-
nected to the ULCA input. The shift of ∆GI/GI in Fig. 2 due to
battery charging corresponds to an error flux of about ±2 µΦ0.

FIG. 2. Stability measurement of GI for two ULCA variants using the 14-bit CCC:
(a) standard variant U0005 (R = 3 GΩ) and (b) noise-optimized variant U0033
(R = 6.75 GΩ). The relative changes ∆GI /GI refer to a regular calibration before
measurement. Due to the long measuring period, the CCC was used in mains
operation and not in the battery mode as during a calibration.
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FIG. 3. Allan deviation of the stability measurement performed with 14-bit CCC for
U0005 and U0033. The red lines show the noise level for both ULCAs including
CCC.

It is yet unclear whether the stronger noise rectification also
deteriorates the stability investigation. Therefore, the intrinsic
ULCA stability might even be better than depicted in Fig. 2.

Figure 3 illustrates the Allan deviation of the data from the
stability measurement in Fig. 2. Due to the smaller calibration
current, the relative uncertainty found for U0033 is higher
than that for U0005. The red lines represent the correspond-
ing white noise level according to Eq. (2) in Ref. 6. Note that
this level indicates that the noise is dominated by the CCC.
By subtracting the ULCA noise contribution, a noise floor of
5.6 fA/

√
Hz is found for the CCC. This is close to the typical

value of 5 fA/
√

Hz quoted in Ref. 19.

Since the first ULCA prototypes were put into operation
in 2014, a large number of calibrations have been performed
on various ULCA units. Based on these calibration measure-
ments, Fig. 4 is obtained. It shows results for seven ULCA units
within a period of about four years and allows a conclusion
to be drawn on long-term stability behavior. Each data point
represents a calibration that was performed with a 12-bit or
a 14-bit CCC.15,20 In addition, for each data point, the cor-
responding ULCA initial calibration result was subtracted to
allow a fine-scale comparison of long-term stability in one
diagram. Five of the seven depicted ULCAs are standard vari-
ants with R = 3 GΩ put into operation between 2014 and 2015.
The calibration series of the two noise-optimized prototypes
U0020 and U0033 (R = 6.75 GΩ) started in late 2017. The rela-
tive deviation in terms of initial calibration is shown in (a) for
the input current gain ∆GI/GI, in (b) for the output transre-
sistance ∆RIV/RIV , and for the total transresistance ∆ATR/ATR
in (c).

The drift in the input current gain of the ULCA units in
Fig. 4(a) is typically within ±1 µA/A per year, indicated by a
gray meshed area. However, U0003 shows a large change in
2017. We attribute this behavior to the fact that the resistor
network in this unit was the very first prototype of the final
design, with components that were placed and soldered by

FIG. 4. Long-term stability of (a) input current gain, (b) output transresistance, and
(c) total transresistance in terms of relative deviation from the initial calibration over
five years. With the exception of the noise-optimized variants U0020 and U0033,
all ULCAs are standard variants.

hand (all other networks were assembled using a pick-and-
place machine and a reflow oven). Hand-soldering compared
to an automated assembly combined with a reflow oven is less
uniform and, thus, causes more thermal stress of the individual
resistors and therefore larger parameter scatter. Strong dif-
ferences in the relaxation processes of each individual resistor
and their respective aging behavior are supposed to degrade
the current gain stability. This might explain the worse long-
term stability of this input stage compared to all other
units.

In Fig. 4(b) the gray meshed area covering the data points
indicates a typical negative drift of about −1 µΩ/Ω per year
for ∆RIV/RIV (except for a few discontinuities which will be
discussed later). For all units, RIV = 1 MΩ is realized by a
set of 14 Vishay VHP101 foil resistors connected in series.
According to the data sheet, the shelf life stability is typically
±2 µΩ/Ω after 6 years, which implies a mean annual drift of
up to ±0.33 µΩ/Ω.21 The reason for the discrepancy is yet not
understood.

Figure 4(c) shows the variation of ATR calculated from the
results of the data for GI and RIV . As the annual drift of GI scat-
ters between about ±1 µA/A and the drift of RIV is negative, the
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TABLE I. Change of GI , RIV , and ATR after international transport to various NMIs worldwide. The abbreviations DE, UK, FR, FI, CH, KR, and TR refer to the countries and the
corresponding NMIs: Germany (PTB), United Kingdom (NPL), France (LNE), Finland (MIKES), Switzerland (METAS), Korea (KRISS), and Turkey (TÜBITAK). The calibrations
were performed at the start and end locations, respectively, with a 14-bit CCC (DE) or a 12-bit CCC (all other locations).

Time btw. Tmin Tmax ∆GI/GI ∆RIV/RIV ∆ATR/ATR
ULCA Travel Conveyance Date cal. (weeks) (◦C) (◦C) (µA/A) (µΩ/Ω) (µΩ/Ω)

U0006 DE/UK/DE Air cargo 02/2015 2 8 25 −0.036 −0.404 −0.44
U0007 −0.202 −0.581 −0.783
U0006 DE/FR/DE Car 03–04/2015 5 18 26 0.158 −0.04 0.118
U0007 −0.142 −0.057 −0.199
U0006 DE/FI Car 11/2015 3 16 28 0.124 −0.079 0.045
U0007 −0.069 −0.026 −0.094
U0006 FI/DE Air cargo 05/2016 6 18 23 0.168 −0.056 0.112
U0007 −0.284 −0.075 −0.359
U0006 DE/CH Car 11/2016 6 8 21 −0.019 −0.1606 −0.1796
U0007 3 0.21 −0.169 0.041
U0006 CH/DE Air cargo 11/2016 5 7 21 0.301 −0.1324 0.1686
U0007 0.042 −0.235 −0.193
U0006 DE/KR Air cargo 01/2017 12 −4 25 0.27 −0.609 −0.339
U0007 −0.074 −1.697 −1.771
U0006 KR/DE Air cargo 05/2017 6 15 25 0.072 −0.062 0.011
U0007 −0.055 −0.051 −0.105
U0010 DE/UK/DE Air cargo 12/2016–06/2017 29 12 23 0.308 −0.47 −0.162
U0010 DE/UK/DE Air cargo 08–09/2017 4 16 28 0.201 −0.186 0.015
U0010 DE/TR/DE Air cargo 09/2017–05/2018 37 10 30 0.561 −0.24 0.321

resulting annual drift for ATR is found between 0.5 µΩ/Ω and
−2 µΩ/Ω (gray meshed area).

The new noise-optimized variants U0020 and U0033
were monitored since the late 2017. In this interval, they show
a remarkably stable behavior both for GI and RIV .

Instruments U0006, U0007, and U00010 have been sent
to different NMIs worldwide to perform measurements or to
realize international comparisons (see Table I). In total, there
were eight round trips between PTB and other NMIs. This
enables a stability investigation under travel. The ULCAs were
transported in a hard-protective case by air cargo or by car.
During the transport, the temperature was recorded in order
to get the minimum and maximum temperatures Tmin and
Tmax. Note that U0006 and U0007 are two ULCA channels
sharing the same housing, i.e. they always experienced the
same environmental conditions. Each ULCA was calibrated at
the start and end locations, respectively. PTB’s 14-bit CCC was
used for calibrations in Germany (DE), the 12-bit CCC ver-
sion20 in Switzerland (CH) and in Finland (FI). For the calibra-
tions performed in Korea (KR), a commercial version22 of the
12-bit CCC was used, with an electronics very similar to the 14-
bit CCC system used at PTB. All calibration values are referred
to 23 ◦C by means of the internal temperature sensors of the
ULCA units.

Table I provides an overview of the changes in GI, RIV,
and ATR for each traveling ULCA, corresponding to the jour-
neys. The relative changes of ∆GI/GI, ∆RIV/RIV , and ∆ATR/ATR
are given by subtracting the calibration value before and after
transportation. Note that during the stays of U0010 at NPL
(both round trips DE/UK/DE), this ULCA was also calibrated
with NPL’s high-resistance CCC, showing good agreement

between the results obtained with the two different CCC
systems. These data are not listed in Table I but are published
in Ref. 11.

Table I shows that for each transport GI and RIV typi-
cally change by a few parts in 107. The time interval between
the calibrations before and after travel varied between 2 and

FIG. 5. Influence of Tmin during transportation: (a) ∆GI /GI and (b) ∆RIV /RIV . Cali-
bration intervals longer than 12 weeks have been omitted to keep the effect of drift
low.
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37 weeks. For longer periods between calibrations, the drift
noticeably contributes to the observed changes. In the case
of ∆GI/GI there is no preferential direction of the changes.
This behavior is illustrated in Fig. 5(a), which shows the rel-
ative changes ∆GI/GI as a function of the lowest recorded
temperature Tmin during transport. In addition, the mean of
all data points is indicated by a red line and a correspond-
ing number with uncertainty (standard deviation of the mean).
Although strictly speaking the latter is only meaningful when
all points are samples of the same distribution, it could indi-
cate a potential trend. The mean change ∆GI/GI of 0.039 µA/A
is practically zero for the calculated uncertainty of 0.041 µA/A.
In contrast, the changes in RIV caused by travel are always neg-
ative. Furthermore, it appears that they are stronger for lower
minimum temperatures during travel. The mean of ∆RIV/RIV
in Fig. 5(b) is (−0.29 ± 0.1) µΩ/Ω. Considering the uncertainty,
the negative trend is clearly discernible. Note that the ULCA
experienced once a very low temperature of −4 ◦C during a
two weeks’ delay in customs clearance.

IV. LOW-CURRENT PERFORMANCE

As pointed out in Ref. 16, the accuracy of the CCC
is not sufficient to perform stability investigations at sub-
nanoampere currents due to the nonlinearity of the SQUID
and low-frequency excess noise. At present, there are no cur-
rent sources available that provide sufficient accuracy in this
range. Therefore, we use the advantageous feature of the
ULCA to alternatively act as a current source. By using an
ULCA pair, a test current can be generated by one unit and
simultaneously measured by the other one.12 Naturally, how-
ever, such a setup only yields the combined uncertainty of
the ULCA pair, which is a factor of

√
2 larger than that of the

individual ULCA in the case of two identical units with uncor-
related fluctuations in ATR. The general measurement setup is
schematically shown in Fig. 6. The red colored ULCA repre-
sents the current source. Its input stage is configured in the
SRC mode and the output stage in the VOUT mode. A voltage
VS applied to the TEST connector generates a source current
IS = VS/R (with R = 6.75 GΩ for the noise-optimized vari-
ant) at the IN connector and at the same time a proportional
voltage VOUT,NS at VOUT. The addition “NS” in the subscript
indicates that this ULCA is operated in the normal mode (N)
as a current source (S). Note that the source voltage VS at
the TEST input is filtered by a low-pass filter. Furthermore,
for very low currents, it might be advantageous to generate
the required low voltage levels by applying an optional voltage
divider.

The blue colored ULCA represents the current meter
(amplifier). Its input stage is in the AMP mode and the out-
put stage in the VOUT mode. The source current IS flows into
the input IN, leading to a corresponding voltage VOUT,NA at the
output VOUT (subscript “NA” indicates the normal amplifier
mode). Ideally, the current IS,NA = VOUT,NA/ATR,NA displayed
by the amplifier ULCA is exactly equal to the current IS,NS
= −VOUT,NS/ATR,NS monitored by the source ULCA, i.e., IS,NA
= IS,NS = IS. Deviations in the ULCA calibration values and the

FIG. 6. Setup for the relative stability measurement without CCC. The ULCA col-
ored in red acts as a current source and the one colored blue as a current amplifier.
Voltages corresponding to the generated and measured current are measured
with two DVMs (green area). The case potentials of the ULCAs are electrically
connected.

measurement setup are described here by an error current

∆I = IS,NA − IS,NS =
VOUT,NA

ATR,NA
+
VOUT,NS

ATR,NS
. (1)

The normalized error current ∆I/IS is a measure of the con-
sistency between the experimental difference in the transre-
sistances of the two ULCAs and the difference expected from
calibration.

A straightforward method to determine the error current
is to measure each ULCA output with a separate digital volt-
meter (DVM) as indicated in the green colored box in Fig. 6.
DVM1 measures the voltage VOUT,NS between VOUT and GND
of the current-generating ULCA via the SRC-H and SRC-L
terminals. Through terminals AMP-H and AMP-L, DVM2 mea-
sures the voltage VOUT,NA between VOUT and case of the
amplifier ULCA. In this scheme, the uncertainties of the DVMs
directly affect the result. Therefore, alternative methods have
been developed to substantially relax the demands on the volt-
meter accuracy. Figure 7 summarizes four basic concepts for
the determination of the error current ∆I/IS. All methods were
experimentally tested and found to work well. For the sake
of completeness, the already mentioned use of two DVMs is
depicted in (a).
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FIG. 7. Four different methods for determining the error current ∆I. The circuit
elements enclosed by a frame are substitutes for the two DVMs in Fig. 6. The
inverter used in (d) is detailed in Fig. 8.

The method in Fig. 7(b) involves only one DVM and a mul-
tiplexer which alternately switches the DVM between the two
ULCAs. First results are reported in Ref. 12. As both signals
VOUT,NA and VOUT,NS are measured with the same DVM and are
nominally equal in amplitude, the uncertainty contributions of
the DVM gain and linearity are suppressed. Unfortunately, the
sequential measurement increases the measurement time by a
factor of two because each signal is measured only half of the
time. In practice, the increase in measurement time is even
higher due to low-frequency fluctuations from the voltage
sources. The measurement time can be minimized by increas-
ing the switching rate up to about 0.1 Hz, limited by transient
effects after current reversal.

Figure 7(c) represents an approach using two DVMs
in combination with a multiplexer. This allows a reduction
in measurement time because both signals are measured
simultaneously throughout the measurement: DVM1 measures
VOUT,NS while DVM2 measures VOUT,NA and vice versa. The
effect of low-frequency fluctuations in the voltage source is
also strongly suppressed. Still, the stability of the DVMs affects
the uncertainty.

All methods mentioned so far determine the small error
signal ∆I by measuring both output signals individually.
An even better approach is based on measuring the small
error signal of interest directly, rather than by deriving it
from the difference of relatively large quantities of similar
amplitude. Due to the opposite polarity of the source and
amplifier output, the difference signal is not directly avail-
able. Hence, in Fig. 7(d) the sign of VOUT,NS is reversed by
using an extra inverter circuit. As a result, the error sig-
nal can now be directly measured, and the demands on the
DVM accuracy are strongly relaxed. Effectively, this inverter
method shifts the accuracy demands from the DVMs to the
inverter.

A sufficiently accurate inverter can be built by using two
calibrated ULCA output stages (see Fig. 8). The inverter con-
sists of two equal resistors (here 1 MΩ) and an operational
amplifier. The bottom ULCA in Fig. 8 provides the operational
amplifier with feedback resistor, while the upper one is used

FIG. 8. Setup for using two ULCA output stages as a highly accurate inverter as
required in Fig. 7(d). In the upper ULCA, RIV = 1 MΩ is used as passive resistor.
In the lower ULCA, OA2 and RIV = 1 MΩ serve as amplifier and feedback resistor,
respectively. The inverter input is SRC-H, the ground potential is AMP-L, and the
output is -DVM1 (negative input of DVM1) corresponding to the labeling in Fig. 7.
The ULCA case potentials are connected to each other.

as a passive resistor. This resistor is disconnected from the
output of the corresponding amplifier OA2. The output IOUT
is connected to the inverter ground (AMP-L) to form a
servo loop that keeps the current output terminal IRET at
internal ground potential. This provides proper operation of
OA2 and ensures that the current flowing into the ampli-
fier input is practically zero due to the high open-loop gain.
The input stages of the two ULCAs (gray areas in Fig. 8)
are configured such that they do not disturb the inverter
function.

Three DVMs are utilized for the inverter-based config-
uration in Fig. 7(d). DVM1 measures the voltage difference
V1 between AMP-H (output of the amplifier ULCA) and the
inverted output of the source ULCA. DVM2 meters the volt-
age V2 between AMP-H and AMP-L, i.e., the output voltage
VOUT,NA that is referred to the central measurement ground
(case potential). DVM3 senses the voltage V3 between SRC-L
and AMP-L, i.e., the internal ground potential of the source
ULCA to which the output VOUT,NS is referred to. The output
voltage of the inverter against measurement ground AMP-L
amounts to

VOUT,EA = V2 − V1 =
RIV,EA

RIV,ES
(IS,NS ATR,NS − V3), (2)

where the subscripts “ES” and “EA” indicate extended source
and extended amplifier mode, respectively.19 By transposing
Eq. (1) for IS,NS, inserting it into Eq. (2), and rearranging the
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result, one obtains the reduced error current

∆I
IS,NA

= 1 −
ATR,NA

ATR,NS

[
RIV,ES

RIV,EA

(
1 −

V1

V2

)
+
V3

V2

]
. (3)

Equation (3) shows that the demands on the accuracy and
linearity of the DVMs are low because V1/V2 and V3/V2 rep-
resent small relative deviations �1. The common-mode rejec-
tion (CMR) of DVM1, however, needs to be very high because
both input terminals are at high potential. In the datasheet of
the 3458A multimeter employed, a CMR of >90 dB is specified
for a 1 kΩ imbalance in the LO lead.23 To determine the CMR
without imbalance, we applied a square wave to both inputs
HI and LO of a 3458A multimeter and measured the displayed
peak-peak amplitude. A cycle duration of 100 s and peak-peak
values of up to 10 V were selected. No signal was detectable
within the uncertainty of 4 nV. For the ULCA measurement at
±100 pA (200 mV common-mode signal) this corresponds to a
uncertainty contribution of 2 parts in 108.

The method with inverter according to Fig. 7(d) was uti-
lized to evaluate the accuracy of the noise-optimized ULCA.
Figure 9 shows the measured relative error current ∆I/IS
≈ ∆I/IS,NA of units U0020 and U0033. Here, U0033 was used as
the current source and U0020 was the current meter (ampli-
fier). The inverter was built up with two standard ULCAs.
Before the measurement all ULCA stages were calibrated with
the 14-bit CCC. The calibration results were used to determine
the error current according to Eq. (3) from the measured DVM
readings. For the evaluation, 5 mΩ was added to the transre-
sistance RIV ,ES to account for a small parasitic resistance due

FIG. 9. Relative error current ∆I/IS of two noise-optimized ULCA units U0020 and
U0033 configured for a measurement setup according to Fig. 6. The inverter mode
in Figs. 7(d) and 8 was applied. The green hatched area shows the standard uncer-
tainty of the CCC calibration. The quoted cycle durations of 20 s or 100 s indicate
that the current was reversed every 10 s or 50 s, respectively. The first 5 s after
each current reversal were disregarded to suppress settling effects. At a high cur-
rent of ±1.45 nA the integration time was about 4 h or 6 h, while at ±100 pA it was
increased to one day.

to the wiring. The time axis in Fig. 9 is referred to the calibra-
tion date of the noise-optimized ULCA input stages, which are
calibrated with an uncertainty of 20 parts in 109 (see Ref. 18).
All other ULCA stages have a lower calibration uncertainty of
10 parts in 109. The calibration of the total transresistance ATR
of the noise-optimized ULCA has a combined uncertainty of
√

202 + 102 ≈ 22 parts in 109. For the total calibration uncer-
tainty of the six ULCA stages, we estimate

√
2 × 202 + 4 × 102

≈ 35 parts in 109, indicated by the green hatched area in
Fig. 9.

The CCC calibration uses a 20 s cycle with current rever-
sal every 10 s. The first 5 s after each current reversal is disre-
garded. This removes the settling effects but increases the sta-
tistical uncertainty at any given measurement time. Therefore,
for the low current measurement with the inverter circuit, the
cycle time was increased to 100 s (90% data usage instead
of 50%). Although the system noise increases slightly from
2.3 fA/

√
Hz to 2.7 fA/

√
Hz due to the longer cycle time, the

overall statistical uncertainty was reduced. To make sure
that the cycle time has no effect on the result, high cur-
rent measurements were performed for both cycle times.
The agreement between both results was well within the
uncertainty. The current was limited by the voltage source
to ±1.45 nA compared to ±6.1 nA for the CCC calibration. For
the low-current experiments we selected ±100 pA, a typical
value for SEPs.1,2,9,24 The integration time was one day and
the total measurement duration was 10 days. The mean value
over this period was (−60 ± 15) nA/A (red line in Fig. 9). This
result does not overlap with the CCC calibration within the
standard uncertainty, but is consistent within the expanded
uncertainty at k = 2 (95% confidence level). The measurements
show that the accuracy and linearity of the noise-optimized
ULCA is below one part in 107 down to the low current levels
relevant for SEP research. One might argue that the current
dependence (nonlinearity) of the ULCA inverter leads to a

FIG. 10. Allan deviation of the 100 s cycle measurements in Fig. 9. The red lines
correspond to a white noise floor of 2.7 fA/

√
Hz for both current levels.
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deviation. However, considering the low power in the resis-
tors of the output stage (18 nW per VHP10121 during cali-
bration) and the high open-loop gain of the output amplifier
(>109)10 it is unlikely that there is a significant change between
calibration and operation.

In Fig. 10 the corresponding Allan deviation plots of both
measurements with 100 s cycle time are plotted. The white
noise floor is 2.7 fA/

√
Hz, dominated by the contribution of the

two noise-optimized ULCAs (
√

2 × 1.6 fA/
√

Hz ≈ 2.3 fA/
√

Hz).
The slight increase in noise is not observed for short cycle
times and therefore presumably caused by low frequency
excess noise. The noise is white in the full range depicted in
Fig. 10. An uncertainty of one part in 107 is obtained in less
than a day, and the stability of the ULCAs is well below one
part in 107 over the complete period of 10 days.

V. CONCLUSION
A noise-optimized ULCA was compared to the standard

variant. Long-term tests with CCC have shown a remark-
able stability since the start of the recordings in mid-2014.
Typically, the annual drift in ATR of the standard variant
remains within +0.5 µΩ/Ω and −2 µΩ/Ω. A transfer stability
of a few parts in 107 is achieved if the ULCA is not exposed
to extreme temperatures during transport. The new noise-
optimized ULCA exhibits the same stability level over the
first nine months of observation. Due to the reduced noise
level of 1.6 fA/

√
Hz, the noise-optimized variant reduces the

measurement time by up to a factor of two.

By using a special setup with an ULCA inverter, it was
demonstrated that the stability and accuracy evaluated by
CCC calibration at high current holds down to low current
levels of ±100 pA. Uncertainties of well below one part in 107

were achieved over a period of 10 days without recalibra-
tion. In combination with the reduced noise level, the new
ULCA variant (commercialization is planned for 2019)7 is ide-
ally suited for research on SEPs and other low current devices.
For substantially lower uncertainties approaching the calibra-
tion uncertainty of about 22 parts in 109 (which in absolute
terms equals an uncertainty of only 14 elementary charges e
per second at a current of 100 pA), frequent calibration with
the 14-bit CCC is required and extreme care is essential to
avoid systematic errors in the measurement setup.

ACKNOWLEDGMENTS
The authors would like to thank Maximilian Luther for

fabrication and assembling of printed-circuit boards, and Eck-
ert Pesel as well as Ulrich Becker for preparing measure-
ment setups and performing CCC calibrations. This work was
supported in part by the Joint Research Project “e-SI-Amp”
(No. 15SIB08). This project has received funding from the
European Metrology Programme for Innovation and Research
(EMPIR) co-financed by the Participating States and from
the European Union’s Horizon 2020 research and innovation
programme.

REFERENCES
1N.-H. Kaneko, S. Nakamura, and Y. Okazaki, “A review of the quantum
current standard,” Meas. Sci. Technol. 27, 032001 (2016).
2J. P. Pekola, O.-P. Saira, V. F. Maisi, A. Kemppinen, M. Möttönen, Y. A.
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